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Thermal Design of High-Altitude 
Balloons and Instrument Packages 
The vertical motion of balloon systems depends critically on the heat transfer to and from 
the gas inside because the temperature and pressure of the gas determines the lift of the 
balloon and its payloud. In the past the thermal design of high-altitude balloons has 
largely been based on a combination of experience, empirical data, and approximate 
calculations. Recent advances in heat-transfer research have made it possible, however. 
to calculate the temperature of the lifting gas as a function of altitude and to predict the 
vertical motion with the aid of high-speed computers. This review presents the results 
of heat-transfer experiments and theory pertinent to the processes which affect the cal­
culations of balloon performance and the thermal design of their instrument packages. 

When a body is completely immersed in a fluid at rest or in 
two stationary fluids one of which lies above the other, the body is 
buoyed up by a vertical force equal in magnitude to the weight of 
fluid displaced. 

Archimedes 

Introduction 
f 
I HI-: HISTORY of ballooning goes back to the days of 

Leonardo da Vinci who is said to have filled wafer-thin wax figures 
with hot air and made them fly for the coronation of Pope Leo X 
in 1513 [I] . 1 But the first men who really made a balloon were 
the French brothers Joseph and Etienne Montgolfier, paper-
makers in a. small town near Lyons. Inspired by Priestley's 
' 'Treatise on Air," the Montgolfier brothers began in 1782 ex­
periments with paper bags held upside down over a kitchen fire. 
They discovered from these experiments that bags filled with hot 
air rose to the ceiling. They decided then to make bigger and 
better bags which eventually led to the beginning of the air age 
when they launched a hot-air balloon on June 5, 1783 from the 
marketplace of their hometown, Annonay. 

The French Academy heard about these experiments and com­
missioned one of its members, the renowned Professor Charles, to 
look info them. Professor Charles incorrectly assumed that the 
inventors of the balloon had utilized Cavendish's discovery of 
hydrogen, which was at that time known as the inflammable air, 
to make an object which could Hy, and he designed and built a 
hydrogen balloon from scratch. On August 27, 1781!, he success­
fully launched a 13-ft diameter sphere filled with hydrogen 
before astonished spectators on the Champ de Mars. 

As with many spectacular inventions, once the breakthrough is 
1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented as an in­

vited lecture at the 1969 Winter Annual Meeting, Los Angeles, Calif., 
November 16-20, 1969, of T H E AMERICAN SOCIETY OF MECHANICAL 
Ji.vunvKBHS. Revised manuscript received bv Heat Transfer Divi­
sion, April 30, 1970. 

made, events move rapidly. On September 12, 1783, the Mont­
golfier brothers launched another hot-air balloon, and a week 
later they sent up a balloon carrying a sheep, a duck, and a cock. 
On November 21 of the same year, the young physicist Pilatre de 
Ifozier persuaded the king of France to allow him to ascend with 
the Marquis d'Arlandes, and the two men made the first aerial 
voyage in history. They flew a distance of 5J ĵ miles in 25 min 
from the Chateau de la Mttette in the Bois de Boulogne and 
landed safely. 

Professor Charles, in the meantime, designed a rubberized-
fabric hydrogen balloon, complete with a net to support the gon­
dola, a control valve, ballast, and a barometer to record the alti­
tude. With this almost-modern balloon he ascended with his 
helper from the Tuileries on December 1, 1783, and landed safely 
at Nerle, 27 miles away. This event was the birth of modern 
ballooning [2]. 

Current Status of Scientific Ballooning 
Scientific ballooning, since its beginnings late in the eighteenth 

century, has made innumerable contributions to science and 
technology, and despite the development of aircraft, rockets, and 
satellites, balloons are still widely used for atmospheric studies. 
The number of scientific balloon flights, the sizes of the balloons, 
and their payloads have increased steadily over the past few-
years. The average size of stratospheric balloons flown today is 
10 million cu ft, but balloons with a volume of 30 million 
cu ft have been flown. Balloons of this size can fly far above the 
weather at altitudes between 120,000 and 160,000 ft, but they 
can also be flown at lower altitudes. Thus balloons provide 
very .stable platforms within the atmosphere at altitudes up to 
180,000 feet, whereas satellites generally cannot remain for long 
in orbits below 100 miles altitude. The swing of a package sus­
pended from a balloon is less than 1 deg of arc, and the period of 
this swing is, depending upon the length of the .supporting line, 5 
to 15 sec. Balloon rotation rates rarely exceed 20 deg per min and 
are frequently nearly zero for as long as an hour. A balloon can 
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float at a given altitude for considerable time although it will 
generally rise during the day when the temperature of the 
gas in the balloon increases and sink at night when the gas 
temperature drops. 

Two types of balloons are in common use for scientific research 
and meteorological observations: zero-pressure and super-
pressure. Zero-pressure balloons, usually made of polyethylene 
skin with a thickness of 1 mil or less, are the most common 
aerostats used to lift heavy loads to the highest altitudes. They 
are nonextensible vented balloons made of a gas-tight material 
and are usually spherical or inverted-onion shaped. These 
balloons are inflated to only a small fraction of their capacity, 
and as they rise the relatively small bubble of helium at the top 
expands to several hundred times its initial volume and fills the 
balloon, as shown in Fig. 1. 

Flights as long as a week have been successful with zero-pres­
sure balloons. However, if the system is to remain at altitude 
when the balloon cools at night, the contraction of gas and loss of 
lift must be compensated for by lightening the system. This is 
done by dropping ballast, which for each day of flight may 
amount to as much as 10 percent of the entire system weight. 
Because of this, a flight of 3 days is generally considered maxi­
mum. Loads of 10,000 lb have been flown at 80,000 ft; 2200 lb 
at 130,000 ft; and 450 lb at 101,500 ft with zero-pressure balloons. 
Development of reliable systems for carrying 050 11) to 180,000 ft 
is now under way. 

Fig. 2 shows the approximate cost of lifting various payloads to 
desired altitudes with zero-pressure balloons. A balloon costs 
roughly SI000 per million cu ft of volume at float altitude. This 
cost is a little higher for smaller balloons and a little lower for 
very large balloons (30 million cu ft). A launch from a fixed base 
costs approximately $5000, which covers the launching operation, 
tracking, and payload recovery. When balloons are launched 
from remote sites, as during the 1005 expedition to India, the cost 
per launch increases to about 810,000. In addition to the balloon 
and launch costs, the cost of helium, approximately $1.00 per ib 
of weight lifted into the air, must be added. This lift must in­
clude the weight of the skin of the balloon, the rigging, and the 
parachute used for recovering the payload. 

Superpressure balloons are nonextensible balloons which are 
unvented, i.e., sealed to prevent gas release. At float level the 
free lift gas in these balloons exerts a pressure on the balloon walls 
greater (about 20 percent) than the ambient atmospheric pres­
sure—hence the term superpressure. Variations in heat transfer 
will produce changes in the superpressure but not in the balloon 

GAS VALVE 

> BALLOON 

DUCT 

SUSPENSION LINE 

BALLAST HOPPER 

BALLOON CONTROL 
INSTRUMENTATION 
AND SCIENTIFIC 
EQUIPMENT 

Fig. 1 Schematic sketch of zero-pressure balloon 

volume. Consequently, as long as the balloon is pressurized, it 
continues to float at a constant-density level and does not require 
release of ballast at sunset to maintain altitude. Robot weather­
men, e.g., GHOST balloons, are examples of this type of aerostat 
[3]. Superpressure balloons flown by V. E. Lally of NCAR have 
stayed aloft as long as 14 months. In a recent series of such 
balloon flights Lally and his group have charted for the first time 
the global atmospheric currents in the Southern Hemisphere [4]. 
Superpressure balloons (5 to 50 ft in diameter) are generally 
smaller than zero-pressure balloons (50 to 500 ft in diameter) and 
usually carry payloads of less than 100 pounds. They can, how­
ever, easily fly "in the weather" and gather atmospheric data ef­
fectively. Leakage of gas, excessive heat transfer, and icing are 
their most pressing problems. 

In comparing the advantages and disadvantages of balloons 
with those of satellites, several factors must be considered. One 

-Nomenclature-

6 = 

CD = 

D 

E 

F = 

G = 

(I = 
h = 

/ = 
Ly = 
L0 = 
.1/ = 
m = 
P = 

</ = 
It = 

area 
absorptance 
thickness of fabric 
drag coefficient 
virtual displacement coefficient 
specific heat at constant volume 
diameter 
exhaust rate of balloon gas through 

expulsion duct and valve 
emitlance 
force 
rate of radiation incident on surface 
gravitational constant 
heat-transfer coefficient 
intensity of radiation 
free lift, see equation (2) 
gross lift = P„F„ — m,j 
molecular weight 
mass 
pressure 
rate of heat transfer 
universal gas constant 

S = 
T = 
I = 

U = 
V = 
v = 

r = 
T = 
X = 

7T 

P 

a 
T 

reflectance or radial distance 
surface area 
temperature 
lime 
velocity 
volume 
specific volume 
altitude or geopotential height 
zenith angle 
lapse rate of atmosphere 
wave length of radiation or latitude 
polar angle or supertemperature, 

see equation (3) 
superpressure, see equation (3) 
mass density 
Stefan-Boltzmann constant 
tilt angle 
azimuth angle 
longitude -

Subscripts 

a = atmospheric air 

H = ballast 
b = balloon system 
<: = convections 

D = drag 
il = ducting 
./' = balloon skin fabric 
g = balloon gas 
i = infrared 
0 = zero altitude 
/) = payload 
s = solar 
v = valve 

D/mens/on/ess numbers 

Gi = Grashof number 
Nu = Nussell number 
Pr = Prandtl number 

Ra = Rayleigh number 
Re = Reynolds number 

Re* = equivalent Reynolds number 
Sc = Schmidt number 
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advantage of satellites over balloons is that satellites can remain 
aloft much longer. To date, large balloons have flown for only a 
few days. But a number of ideas are being tried at present to 
maintain big balloons aloft for much longer periods, and for the 
long-range view there exists the possibility of keeping large 
balloons in flight for as long as a month or even a year. A rather 
unfortunate political problem arises with balloon flights at the 
present time. Balloons are not allowed, without permission, to 
fly over other countries, whereas satellites may, by international 
agreement, fly' over any country. Satellites, however, cannot 
directly measure or sample the atmosphere. They can photo­
graph the weather from great distances and give, thereby, a 
global weather picture, but the distributions of pressure, tempera­
ture, moisture, and wind speeds is difficult to determine by 
means of satellites. Balloons, however, can be used to measure 
these at mospheric variables directly. 

Another point on the credit side of satellites is that their posi­
tions can be predicted, whereas balloon positions are largely de­
pendent upon the weather. The position of a balloon when it 
transmits information back to earth must, therefore, be deter­
mined before such information can be interpreted. Determining 
the global weather picture with balloons would require many 
balloons and could be as expensive as using satellites. However, 
a single satellite launch costs about $5 million, and the ad­
vantages of obtaining local information quickly and cheaply with 
balloons are obvious. Moreover, balloons can carry delicate 
instruments such as telescopes because they are not subject to 
the vibration and abrupt acceleration of a rocket launch. 

About 400 stratospheric balloons with payloads in excess of 50 
lb were launched last year in the United States alone and many 
more of the smaller variety known as GHOST weather 
balloons were launched and circled the globe continuously. 
Balloons can make significant contributions in the quest to pre­
dict and control the weather, but in order to take full ad­
vantage of the opportunities that balloons present as data-taking 
vehicles, it is necessary to understand the thermal characteristics 
of the balloon and its paraphernalia. 

Equations o! Vertical Motion 
The total mass of a balloon system which must be accelerated 

during ascent and descent, including a virtual mass term C t/paVg 

to account for the air mass displaced by the motion of the balloon 
[3,6] , is 

<ig + mf + mB + m„ + C%IpaVg (1) 

where mg -f- mf + mH 4- mp = m,„ is the physical mass of the 
balloon system. The sum of (he forces acting on the balloon 
system, see Fig. 3, is 

2/<\ = ylpaV\, m, — in,, — m „ 

'MV.KKvi, (2) 
The sum of the five terms in the bracket times g is usually called 
the "free lift" LF and the last term represents the aerodynamic 
drag force FD. 

For a spherical shape in the Reynolds number range of large-
balloon flights, i.e., above 6 X I06, the drag coefficient CD is 
equal to 0. t [7], but no data for actual balloon shapes have been 
published. In reference [S] a value of 0.3 for Ct) was used as an 
average for computational purposes. 

In balloon terminology g(p„Vb — m ) is called the ''gross lift" 
L(!. Using the perfect gas law as the equation of state for the 
atmospheric air and the balloon gas, L(. is given by the expression 

La = <J>»„ (H) 

where 8 = (Tg — Ta) is often called the gas superheat (although 
it is actually a supertemperatnre), and 7r = (Pg — P a) is called 
the gas superpressure. 

The quantities 0 and it are usually quite small compared to 7'„ 
and P„, respectively. The ratio of IT IPa is of the order of 0.001") 
in zero-pressure balloons, but may be as large as 0.25 in super-
pressure balloons. The ratio d/T„ depends on the heat-transfer 
characteristics of the system, as discussed in detail in subsequent 
sections of this paper. By expanding the fraction in equation (3) 
one can deduce the widely used approximate relation 

1-G = <7'"„ 
M* 

- 1 
Ma 

W 

Substituting equations (I) and (2) in Newton's second law of 
motion gives 

5 

hADVANCED 
h POLYETHYLENE — ^ ^ V 
|irTo~oo 1 X l / g5£oo 

<r 
Id 

0.3 0.5 I 

PAYLOAD (KG)xlCr3 

Fig. 2 Cost of lifting payloads to desired altitudes with zero-pressure 
balloons 

\dz\ dz 
r<r- V s O . ] — I -T---U 

at I (II 

d'z 
= \mg + nij + mB + mp + CMpaVg] — (5) 

In applying the above equations it is possible to relate the 
balloon pressure to the height z through the hydrostatic balance 
and the equation of state of the atmosphere, because there is 
generally only a very slight superpressure in a balloon. In zero-
pressure balloons this superpressure is limited by the automatic 
exhaustion of gas through the expulsion duct just before float 
altitude is reached. This gas release keeps the balloon from 
bursting and prevents "high-altitude bounce." Gas is also re­
leased through an exhaust valve controlled from the ground 
("valving") to reduce the free lift when the balloon ascends too 
rapidly and to initiate descent from float altitude. 

Atmospheric Property Variations. In hydrostatic equilibrium the 
variation of pressure in the atmosphere with altitude is given by 
the relation 

7/7 '{IP a (0) 

If it is assumed that the atmospheric air obeys the perfect gas 
0 law, I lie pressure as a function of altitude is expressed by 

dPa 

777 
M„ 

- q —?- dz 
PT„ 

(7) 
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VELOCITY = Ub 

VIRTUAL 
MASS OF BALLOON 
DUE TO ACCELERATION 

m f - MASS OF FABRIC 

mg - MASS OF GAS 

mn + m„ - MASS OF PAYLOAD + BALLAST 
D P 

777)77- GROUND 

£ Fz = MASS x ACCELERATION 

9 [ ! / 0 Q V
g - m g - m f - m B - m p ) - C D / 5 a U 8 A b ] 

= (mg+ m f + m B + m p + C M / ) Q V g ) ' -j~ 

Fig. 3 Schematic sketch illustrating force balance for vertical balloon motion 

P, 
VAIa 

R 

i„ r* <iz 

Over limited ranges in altitude the variation of the atmospheric 
air temperature with altitude is often approximated by the linear 
relation 

T. 

where 

'/'„„ + y(z - z„) 

IT, 

(8) 

7 is the lapse rate = j —"> 
dz Ut< 

Vig. 4 shows the temperature distribution up to LOO km as a 
function of altitude according to various models of the atmosphere 
proponed during the past 15 years [9]. 

If the atmospheric air temperature profile is known (or taken 
for purposes of calculations from Fig. 4), the pressure and density 
variations over an altitude change between zx and z-_ for which the 
lapse rate is a constant can be written in the form 

gUa i/Ma + H-r 

' <11 / ' «! 1 , P i l l / ' O! 
(9) 

Balloon Gas Expansion. The variation of the gas volume in the 
balloon with time is 

t V U 

,11 
'< 

- dt 
("<l\\ 
U,/\J 

Rma <t'J'„ 

RT 

MJ 

H<1\ dJ\, (m 
.l/,A2 dt 

If the relation between atmospheric pressure and altitude from 
equation (7) is used and superpressure is neglected, the above 
equation can be written in the form 

ill 

It <IT, 
'Tit 

s + T 
dma 

dt 

gnigT^M,. tlz 
:;u) 

lift and Load Adjustments. As was mentioned earlier, the lift of a 
balloon system can be reduced by exhausting helium automatic­
ally through the gas expulsion duct, when float altitude is 
reached, or by valving to maintain float altitude or to cause the 
balloon to descend. If Ed is the volumetric gas flow rate through 
the expulsion duct (required to stabilize the balloon at ceiling) and 
£„ is the flow rate through the exhaust valve, the net change in 
balloon mass due to loss of gas is 

dt 
P„JEI + P,„E (12) 

The mass of the balloon system can be reduced by dropping 
ballast or part of the payload. The total change in mass of the 
balloon system during a time increment A( = t, — t\ is 
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{"" dm,, = f' dm^ 

J o <H Ju '" 
(1.T) 

where Sm(1 represents the amount of mass dropped during the 
lime interval A/. 

Energy Equations. The conservation equation for the gas inside 
ihe skin of the balloon can he obtained by applying the first law 
of thermodynamics. The rate of change of the internal energy 
of the gas equals the rale at which heat is transferred to the gas 
//i) minus both the rate at which net work is done by the gas and 

ihe rate at which internal energy is lost by valving. Assuming 
thai the equation of state of the gas can he approximated by the 
ideal gas law and that the temperature and pressure of the gas 
m-ide Ihe balloon are uniform, one obtains 

'/ - HT„ilm„ (IV „ _ dm, 
, '<• in I )„ = <!i + -• - - I'„ ' + ( ( • . . ' / ' ) • • — • 

dl J M„ dt " dl ' ' dl 
,\A) 

\\ here ihe term on the left-hand side of equation 114 ) is the rate of 
I'hange in infernal energy of the balloon gas, the first term on the 
light hand represents the rate of heat transfer by free convection 
irom the interior surface of the balloon skin to the gas, the second 
lerm Ihe flow work done during gas release, the third term (he 
.Mirk done on the external pressure when the balloon volume 
.'hange- due to a change in temperature of the gas or resulting 
irom valving, and the last term the loss of internal energy by 
valving. If the pressure inside the balloon is uniform and equal 
to the atmospheric pressure, the flow work done during valving in 
the absence of heat transfer equals the work done by the at-

rrj,„,r.„,,; 

mosphere on the balloon, and the second and third terms cancel. 
The assumption that the temperature of the gas inside the 

balloon is uniform may lead to serious error when short-term 
transients occur and the gas adjacent to the balloon skin under­
goes temperature variations while the gas in the interior does not. 
When this situation prevails, the first term in the energy equation 

d 
should be replaced bv — 

' dt 
L l'„ 

A similar analysis can be performed on the balloon skin. The 
internal energy of the skin will change only because of heat, trans­
fer to and from its surfaces. The skin is so thin that one can 
neglect the temperature drop across it at any location, but since 
the heat transfer over the skin is not uniform its temperature will 
vary. This variation cannot, however, be expressed analytically, 
hut when it becomes important a numerical analysis will yield 
a satisfactory approximation of the internal energy of the skin. 

To simplify the thermodynamic analysis it will he assumed that 
an averaged skin temperature can be used. A first-law analysis 
then gives 

If c ,p,l ,T fdSi = rfin, 
d_Tf 

dl 

= <!•> + <ii + </i <y. n.r>) 

where 

= specific heal of skin 
= density of the skin 

i* 

9 0 ' 
I 
I 
l'59 

! I 
80 U -

STRATOSPHERE 
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220 240 
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280 tO"C) 280 HOO*C)«0 200 

Fig. 4 Temperature dist r ibut ion in the atmosphere up to 100 k m ; reference |9] 
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»i, = mass of skin 
surface area o 

tf = thickness of skin 
Ti = average skin temperature 
<li — rate of heat transfer by convection from the skin to the 

lift gas 

q-i = rate of absorption of solar radiation = (V/2,iireci + 
</2 r e f l e c t . u l ) 

q-i = rate of absorption of infrared radiation 
q., = rate of heat transfer by convection from the atmosphere 

to the skin 

(/5 = rate of radiant heat transfer from the skin 

Equations (14) and (lit) are (he two energy equations which 
must be combined with equation (5) to determine the vertical 
position and the motion of the balloon. The energy equations 
for the balloon gas and the skin fabric can be treated analytically 
if one assumes that all of the gas and the entire skin are at uni­
form, but not equal, temperatures. This assumption is quite 
good at night but can introduce appreciable errors during the day, 
when solar energy heats the skin unevenly. Modifications for 
nonuniform heating could be made in the analysis [1()| for the 
exterior of the fabric skin by numerical means, but the convection 
process inside a nonuniformly heated, balloon-shaped container 
is very complex. At this time the process is not well enough 
understood to be modeled analytically, and thus an accurate cal­
culation of the heat transfer in the interior is not possible. For­
tunately, during normal (tight balloons rotate so that all parts 
of their skins are exposed equally (on the average) to the sun and 
the balloon gas is mixed. This makes the assumption of uniform 
gas and skin temperatures valid for thermal analyses performed 
for times ranging from intermediate to long, i.e., hours to days. 

In the following two sections the heat-transfer phenomena of 
balloon systems will be examined in the light of recent advances 
in heat-transfer research. The next section will deal with convec­
tion and the foilowing section with radiation phenomena. The 
final objective will be the evaluation of the five heat-transfer 
terms in equation (15). 

to 400 ft, ascent velocities from 0 to 40 ft/sec, and temperature 
differences (between the skin and gas) from 0 to 50 deg F. 

Although convective heat transfer to and from an object in nir 
has been studied extensively, few investigations extend into tin; 
extreme Reynolds and Grashof number ranges encountered h\-
balloons and none has specifically treated the onion shape typi­
cal of zero-pressure balloons. Approximations and extrapolation 
of existing data are, therefore, unavoidable. 

Heat: transfer from spherical shapes in forced convection has 
recently been investigated experimentally by Yuge [11] and bv 
Vliet and Leppert [12]. Local values of the heat-transfer coef­
ficient in flow over a sphere in the neighborhood of the stagnation 
point have been calculated by Merk [13]. The pressure dis­
tribution for How over spheres has been investigated by Fage 
[ 14], who also measured the separation point. He found that ai 
a Reynolds number of 1.6 X 10" separation occurred at a polar 
angle </> of 70 deg (see Pig. (i) and that it moved toward the rear 
with increasing Reynolds number. At the highest Reynolds 
number of his tests, Re / ( = 4.2 X JO6, separation occurred ai ,-i 
polar angle of 100 deg. 

Extensive correlations of experimental data indicate that in 
forced convection the average Nusselt number of the entire sur­
face of the sphere in air can be obtained from the relation 

I,,.I) 
Nu,„ = —- = 2 + 0.30 lie,,,,,,11-' (itii 

for Heynolds numbers l>etween 1.8 X 10s and 1.4 X I05 [ l l j or 
from the relation 

Nu„ = 
IiJ) 

= 2 + 0.41 Re„, ,„"••« (17) 

for Reynolds numbers between 0.4 and 2 X 105 [ 12]. In both of 
the above equations, the subscript m indicates that all physical 
properties should be evaluated at the mean temperature between 
the skin and the atmospheric temperatures. 

Using equation (17), the rate of heat transfer by convection in 
or from the surface of a spherical balloon skin during ascent or 
descent can be written in the form 

Convection Between the Atmosphere and the Balloon 
System; q4 in Equation (15) 

Convective heat transfer between balloon systems and the at­
mosphere occurs over wide ranges of the couvectional parameters 
used to describe the process. Heat is transferred between the at­
mosphere and the balloon by forced convection or free convection, 
or both, at Reynolds numbers from 0 to It)7 and Grashof numbers 
from 0 to 10". Depending on the circumstances, the flow can lie 
laminar or turbulent. The shape of a superpressure balloon re­
sembles a sphere, that of a zero-pressure balloon resembles an 
onion, but instrument packages come in a variety of shapes, such 
as boxes, cylinders, and plates. Balloon diameters range from 10 

<h 3.9F „"k„(T„ 7Y> 2 + QA72VJ>-«'[pa
t^L„ 

(IS) 

Krause and Hchenck [15] investigated thermal free convection 
from a warmer surrounding fluid to a cooler spherical body at uni­
form surface temperature in the range of Hayleigh numbers be­
tween 6 X 1 0 8 a n d 5 X 109. As shown in Kg. 6, the experimental 
results for the local heat-transfer coefficient agree reasonably well 
with a theoretical analysis of Merk [16] up to the hydrodynamic 
separation point, which for the narrow Grashof number range of 
this investigation occurred at a polar angle of about 145 deg from 
the vertical axis. Since Merk's theory applies equally well for 

ENERGY EQUATION-SKIN ENERGY EQUATION-GAS 

^ solar T J 

rad:otion ^ 5 

dmQ FLOW WORK = — r p M p v ) , ( valving ) 

CONVECTION 

COMPRESSION WORK = P„ -—*• 
° dt 

Fig. 5 Schematic sketch illustrating energy balance for lifting gas and balloon skin 
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o AT = 1S,5°C; 9 AT = 19,5°C. 

0 60 120 180 

Fig. 6 Local free convect ion heat transfer over sphere—compar ison of theory and exper iments; reference [15] 

laminar convection from a heated sphere, it also seems reasonable 
to apply the data in Fig. (i to calculate heat transfer from the 
upper hemispherical surface of heated balloons. No data, or 
theory exist at present, however, to predict the influence of the 
nonuniform azimuthal temperature distribution, which is always 
present when a balloon is heated by the sun. 

Experimental evidence is contradictory regarding the influence 
of the Grashof number on the separation point: in laminar free 
convection to or from a sphere, darner, el al. [17, 18] found a 
shift in separation point from loo deg to 100 deg between mass 
transfer Rayleigh numbers (Gr-Sc) from 1.5 X 10s to 5.5 X 10s 

lor different fluids with 800 < Sc < 2200, whereas Schutz [19] 
found a much weaker dependency in the region 2 X K)8 < Gr-Sc 
< 2 X K)10 (170 deg to 135 deg) for a fluid with Sc = 1800. 
According to conventional boundary-layer theory the separation 
point should shift toward the stagnation point with increasing 
Grashof numbers and the heat-transfer coefficient in the region of 
the free convection plume, where the flow is turbulent, will be 
larger than in the laminar flow regions, as shown in Fig. 0. The 
results agree qualitatively with observations of free convection 
about a horizontal cylinder. 

The point, of transition from laminar to turbulent flow in the 
free convection regime is not presently known. Sehlieren pat­
terns [15] show that purely laminar flow prevails over a sphere 
between the stagnation point and the equator at Grashof numbers 
as high as 6 X 108 and that some disturbances exist between 100 
(leg and separation (190 deg to lot) deg), but real turbulence was 
observed only in the plume at a Grashof number of about 'LO9. 
Perhaps the stability analysis of Gebhart [20] could be applied to 
natural convection over a balloonshaped body (idealized as a 
sphere) in order to predict the point of transition analytically. 
Gebhart's analysis for a flat plate predicts that turbulent instabili­
ties could amplify at local Grashof numbers of the same order of 
magnitude as have been observed on balloons. 

If the designer can use averaged values of the heat-transfer co­
efficient over the entire spherical surface, available data can be cor­
related [ lo] by a relation of the type 

N i l , 
Dhc 

0.(5(0 Pr; (19) 

for Rayleigh numbers between 105 and 2 X L010. The constant 
value of 2 applies in the limit as the Grashof number approaches 
zero and the heat-transfer mechanism approaches pure conduc­
tion. The theoretical convergence of the Nusselt number at 

small Grashof numbers has recently been elegantly verified by 
Kendall [21]. 

The influence of vibration on the heat transfer from spheres has 
been investigated in free and forced convection [22], and the in­
fluence of rotation about a vertical axis has been studied experi­
mentally for free convection [23, 241. The results of these in­
vestigations indicate that under flight conditions neither vibra­
tion nor rotation will influence balloon heat-transfer character­
istics. 

Using equation ( HI), the rate of heat transfer by free eoavection 
to or from a balloon at float altitude can lie written in the form 

'PMT. - rf)v; il, = 7.8 K, 'kJT„ - '/',) I + 0.322 

(20) 

For computational purposes a very convenient correlation of 
averaged experimental convection data has recently been pro­
vided by Bonier [25], who reviewed seventy previous investiga­
tions of heat, and mass transfer by free convection or forced con­
vection or both in flow over single bodies and who also conducted 
additional tests. One convenience of Borner's correlation is that 
data for bodies of different shapes can be handled [20] by choosing 
a pertinent length dimension, /', defined in Table 1 for several 
shapes. 

Table 1 

Shape of Body 
Very wide plate with surface parallel to 

the flow in forced convection with 
length I in direction of flow. 

Sphere or long cylinder of diameter D 
with axis perpendicular to the flow in 
forced and free convection 

Long rectangular bar of width a*, height 
b*, with its long axis perpendicular to 
the flow in forced convection 

Vertical plate (surface parallel to gravity) 
of height / in free convection 

Long horizontal plate (surface perpen­
dicular to gravity) of width / in free 
convection 

Equivalent Length /' 

I' = I 

I' = U/2)D 

+ h* 

l/'i 

Reference [25] presents correlations of free convection data for 
plates (horizontal and vertical), spheres, and cylinders (horizontal 
and vertical) as plots of Nit;< = lij'/k versus [Gi>-Pr] = 
{(gp'1BATl''i/(i'l)-(CplJ./k)} and of forced convection data in the 
form Ntir versus R e r . A combined free and forced convection 
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Fig. 7 Average Nusselt number for sphere in combined free alld forced convection flow; 
reference [25J 

('!lIT('ial·illll \I'as ohlaill('d hy defillilll!; all l'qllivalelll HeYllolds 
Illimber 1'111' (1'('(' l'Ollv('('t iOIl He l ,* 

(21 ) 

\I'here Ihe t'illll'tioll /11'1') for air, which is dppl'lIdplll "1)('" Ihp 
J'rttlldtl Ililmher, shollid he lakell eqllal to vI-I, 1'01' u a hest fil 
correIa t iOIl," ('Om pared 10 O,G4 pr(;diel ed hy allalysis, \ri I h the 
definitioll o{ nil eqllivHlelil Un,1'llOld,..; Humber for free ('ollvectioll 
givell ill eqllalioll 121),1'1'('1; l'Ollv('clioli dOIl1illat('s wlll'llltcl' < 2A 
Hel'* and for('ed ('ollvl'eliol\ dominales whell He!,* < 2.4 Ilel" 
A iratlsi,io!l rcgioll, where' hOlh free alld f()I'('ed l'OIlV('('tioti an' 
appre('iable, exists hPIWl'CIi the,'l' liIllils, It has hpl'11 showli that 
ill Ihi., Irall,ilioll reginll' free l'Ollve('1 i011 aids I he foreed cOllvecl i011 
I rallsfl'r when I Ill' mot iOll dill) 10 iIUOY'llH'\' is ill t hl' Kame dir('ctioll 
as Ihe forced fiow alld retards it 127: 2S) '\I'llI'll buoyalll'Y oppose, 
tl\(' fl()w, III order to hrid/Sl' tbe gap }'PIWl'l'll forced allli frel' 
('O\L\'('('I jO!l, 11iil'ller 12,-,1 defille., a I hiI'd Hl'YllOld~ lltllllher He' 1'1\1'­
(·ol'dili}.!: itl 

(2:2) 

all(i I hell plots :'\ til' V(,I'~tls Hp'I" Fig, 7 shows t he re~lllt.s of this 
('ot'relatio1\ for a splte/'e wilh dowllward forced ('ollveclioll, the 
si(.llatioll of all ascelldillg ballooll, Ullder the,p l,il'('llIllSlallces 
fret' l'llIlV('('lioll will OppOSI' tbe forced ('OIlVC'I'tioll flow, hlll vi:,ual­
iza(ioll st.\l(li('~ fOl' this ('ollc/itioll ('2;;) havp shO\\"l1 Ihat the l'X­

isle!lIT of a frl'l' ('''IlVel'lioli field will produl'p tmbtllelll'l' al low 
velo"itil'''; and also ('atlse :'('parat iOll of tlie bOllndary layer, Thes!' 
el'fpcb tend 10 offset any det'l'ease in the heat trnllKfpr, as pre­
dietl'd for pmd,\' lamillar flow [27), The eO l'l'e!t\I iOll ftlJlctioll 
Sh('Wll in Fig, 7 was found to he aiso 'll'plil'allie f()I' tlpward flow, 
lhe cOIldil iOlt of a <l(bl'Platillg ballooll, K'l)erimPlltal results rl'-
1'(lIlll,\' p\lblislll'd by Sharma, et aL 12D) Oil I he ill I ('radioll bet weell 
fre(, and forced l'Il11VI'('lioll ill riow over a horizollial cYlillder for 
It('Yllolds llumbers from 10 to ;-,000 alld Crashof Iltll;\bcrs froIll 

:1 X UP 107 X lO" iltLlieat(' thai the 1:e,\'I101<1s ll\llnbcr expollent 
n ill the parallwler (;r,'lle" is affected by IlI1'I.!llelll'l' alld separa­
tioll phl'IlPIllel!ll and thai It value of :5,2;) i" mosl suitable whell 
Irep c(lllvection domillHles, whpl'cns a value of I,S is lllore suitahle' 
Ht the fllrced (,Ollvcet.ioll end, All average vainI' of '2,,-1 was foulld 
lo give a rea~ollably go()d ('orJ'elation ill the tl'HII:-;ilion region. 

Ik.rlll'r's correlation does Ilot give insight into l"('al variatioIl~ 
of Ihe hent.-tmnsfer ('oeflieielll, bn! il i, VlWy' ('llllvl'lliell1. By 
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('olllplttillg Itel' alld Itcl'* simultalleousl)' alld l'OllliIlIIOnsi)' frOllt 
IIIP lanlll'h until thl' hallooll has rl'llched the floal eOlldilioll, a 
SlllOOt h I !'allsi I i,," bel \H'('II I lip f()j'('ed and fret' ('onv('el ion regi II\(' 

('an I.(' lIIadl', alit! tIll' illfltlPIII'l' of radiation 1"1ll he Sllpl'rilllpo>I'd 
dircclly, 

In gcneral ollly thl' l'qllilihrillill Iplllpl'ralml' al floal aitillldi' i, 
impl)rlalll 10 the Ihl'rlilal desigo of balloon iOKll'ltnll'lIt pUl'ka).!.I", 
j Jurillg !!.";C(>llt for(,ed ('ollvP('tivi' heat tl':tllsfer is quitl' dIl'I'1 i\'" 
[:101 ill lIIailllail liltg a ~!llall illstl'ltnH'llt packag(' at a tClllpl'ralllrI' 
l'!o~i' 10 Ihat ,,1' I hl' :1111biellt ail', bllt whl'o t hl' ballooll has rI'!l<'hl'd 
its fi()at· allitlld", ollly fr(,(, cOllveelioll ('all !r!lllsf{'r heat dire('l!.,· 
het WCi'11 t hI' p!u'ka/Se ami I he stuTollndillg air. The relat ivl' Ola).!.­
niIUd(' of Ihl' radiation 10 alld from the sllrfa('('" of tl\(' packagl' 
dominalps t he I hel'lnal trall,fer durillg t hl' day, bll! ('onv('('1 iOll 
(,Iiler.' promillellll,\' al night. 

In ('nlain ,p('cialized illstruIll(,lli paekages, ill addit iOIl to IIII' 
av('rag;etl hl'at-tnllisfer coeflici('llt, IDeal val tie, al Illl' top :I1,,1 
hot tUlli :-'llrfa('e;..; a.l't' al:-;o ~(JnwtiIlH~;--; or illtereKt. ;-';OIIlP in;-;i.t!.ht 
into the 11m,' and temp('ratml' field in Ihp vicinity of a hl'HII'd 
horizontal sqllare plall' has IW(,1l proviIil'd at small [(a)'ll'i.!dl 
lltlmhers by' the lllllllerieal ,tud)' of ~miallo alld Yallg [::Ii, 
Tahle 2 shows averaged ;";llsselt lllllll!>l'rS obtained by their (,,,1_ 
('Idatiolls for l)(,th the top ant! bottolll stlrfal'ps, Tlip lelll\JiT:I­
t!!l'P lipId over a horizolltal plale at a ltaylei!';h IItimber of ,-,() ('I')' 
Fig. (~) : .. :uggp:·..:t~ !>o!llldar.,'-layl'l' behavior OJ) t11e i!nYcr ,'-'lll'fu('p j»)ll 

!lol on Ihe tlPPl'r. Th(, analysis of Sll'warlsoll [::'21, as IllOtiitil,d 
h,\' (:ill, pt ai. 1::::1, iildil'ates, however, t iwt a hO!lIl(lary laYI'I' 
forms als\) over Ill(' lIpper sllrfae(' of a healed h()rizonlal slrip :llid 

Ihallhe avera!';" ;";tlssplt lttllllber for a strip "I' width [, in Hir (':Ill 

iII' pI'l'dil,t l'd frOIll t hl' n'la I ion 

0,7\1 (:1' [,' ('2::\ 

in Ill(' laminar flow resin\(', This l'l'slt!1 is llol in l'olHpll'tl' 1Igr('('­
IlIpn! wilh ('xperimelttal data for illP UpP!'r surfacp of 11 hl'1IIed 
SllUHr(' plate or ,ide r ill air l::-!I, This data gaVl' largl'r h{':ll­
lramd'l'r l'oeflicil'ltts Ihal ,tl'l' ('orrelatl'd ('mpiricall~' hy' Ihe 1,,,1,,­
t i{)ll~ 
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Tabie 2 Average Nusselt numbers for horizonlal plate 

-Y,,„ 

0 
0.01 
0. 10 
1 .0 
:».o 

10.0 
.")0.0 

100.0 
200.0 
iOO.O 

.)• = 0 -

1 .04!) 
1.050 
1 .0,12 
1 . 104 
1.201 
1.400 
2.879 
1.041 
(>. 10(5 
7.020 

\';v = 0.72 

:c = 0 + 
1.047 
1.047 
1 .04.1 
1.041 
0.940 
0.932 
1 .2,19 
i , ;s:io 
1 .492 
1 .07S 

average 

1 .048 
1 .049 
1 .048 
1 .073 
1.074 
1. 169 
2.069 
2.68.1 
3.829 
4.469 

Buznik and 
Be? lomtsev* 

1 .00 
1. 10 
1 .28 
1..11 
1.77 
1.91 
2.38 
2.64 
2.96 
3.03 

Table 3 Constants for free convection; equation (27) 

Square Plate* 
r n 

reference |35| (analytical) 0.89 0.2 
reference [34] (experimental) 1.00 0.2 

Circular Plate* 
0.79 0.2 
1.0 0.2 

reference [35] (analytical) 
reference [36] (experimental) 

Infinite Strip* 
0.80 0.2 

* Buznik, V. M., and Bezlonitsev. K. A., "A Generalized Equation 
for the Heat Exchange of Natural and forced Convection During 
External plow About Bodies." Ize. f'yssli. Ucheb. Znral., Vol. 2, pp. 
(iS 74. 1000: /re/. Zh. Mickl., Vol. (i, Rev. 0V500, 1901. 

I leat transfer by free convection from the lower surface of (mile, 
heated plates (or to the upper surface of cooled plates) has re­
cently been studied by Singh, et al. [3.1] for square and circular 
plates and a long strip. Local heat-transfer coefficients are low­
est in the center and increase toward the edges. For a square 
plate of side /,, the local Nusselt number at a distance :r from the 
center is 

A i.ri/, 
/,•„ 

0.58 l ! a , , W 

0.271 (26) 

The average Nusselt number is given by 

A,/. , 
Nu,, = y - = C Cr,,« 

where the roust ants C ami n are given in Tabic .'». 

0-5 -

-0-5 -

Fig. 8 Temperature field about a heated horizontal flat plate at a Ray-
leigh number of 50; reference [31] 

references [32] and [33] (analytical) 

* Heated surface facing downward, influence of side walls neglected. 

Flow-visualization experiments with a number of other shapes, 
with healed surface facing upward, have been reported by Spar­
row and Husar [37], but information regarding the interaction be­
tween the boundary-layer flow over vertical surfaces and the flow 
developing over horizontal surfaces, i.e., the top and bottom of 
boxes or vertical cylinders, is still lacking. 

Convection Inside the Balloon; q, in Equations (14) and (15) 
The convection process inside the balloon is important because 

if determines the temperature, the pressure, and the volume of 
the lift gas (usually helium). Very little research has been done 
on convection inside a sphere [39[, and none has been done on 
convection inside cavities resembling the shapes of high-altilude 
balloons. 

The heat-transfer process is free convection. S. W. Churchill 
showed as early as 1961 |40, 41] that the partial differential equa­
tions for the conservation of mass, momentum, and energy can 
be solved for laminar, natural convection under many different 
conditions, but so far no solution ba' the Stent transfer inside a 
balloon has been obtained. Investigations of natural convection 
in annuli [42] suggest that several types of flow patterns will exist. 
as the temperature difference between the surface and the gas 
changes during a 24-hr period. It seems likely that in the day­
time when the balloon skin is warmer than the gas inside, there 
would be upward flow near the balloon skin and downward How in 
the interior. The reverse would be expected at night. But 
there could also be situations during the day when gas ascends on 
the side heated by the sun and descends on the cooler side. As a 
first approximation, one could use existing solutions for flow in a 
rectangular cavity heated on two sides as long as the flow is 
laminar. But (he tremendous size of a balloon makes if veiy 
likely that the How will be turbulent, except at very small tem­
perature differences. 

A semi-empirical analysis [43] suggests that for turbulent free 
convection over a vertical plate the Nusselt number fits the rela­
tion 

k 
= 0.021 ((.r,, Pr)''''•' 

at Grashof numbers of the order of 10", but Clark [44| suggests 
using a relat ion of (he type 

OJ, 
= C 'pM'T't - WV P (28) 

with the constants C and n selected from Table 4 and with all 
physical properties of the gas evaluated at the skin temperature. 

Table 4 Free convection inside a sphere; constant C and exponent n for 
equation (28) 

Cr-Pr 
fOMO9 

I0«-I012 

C 
0.59 
0. 13 

n 
1/4 
i •':•! 

Type of Flow 
laminar 
turbulent 

In the absence of more concrete information, Dingwell, et al. 
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|4.">| used equation (28) for their balloon study, with C and n 
equal to 0.13 and ' ;i, respectively. lOquation (28) can then be 
used to write the rale of heat transfer from the fabric to (lie gas 
in the form 

U HT' - 7'„)f/,S',- = h,wl),,-('/', - '/'„),„, 

= h,4.KiV; HT, - '/'„)„, 

= 0.628Vj'kjT,- - T„) P'M'LL^.J^ Vr 

^', 
(29) 

Kxperimental data supporting the form of equation (28) have 
recently been reported by Ulrieh, el al. [46] for the transient con­
dition encountered in filling a cylindrical tank with air at (irashof 
numbers between 10s and l()u . The length-to-diameter ratio of 
their tanks varied between 0.5 and 2.0 so that their results should 
indicate what might occur inside a sphere. The experiments 
showed that during the initial stages of the process the heat-
transfer, coefficients were significantly higher than those pre­
dicted by turbulent free convection, but after a few seconds 
agreement with the heat-transfer rate predicted by equation 
(28) was achieved. Available information on the transient free 
convection heat-transfer characteristics of vertical surfaces has 
been summarized by Gebhart in the laminar regime [47]. 

Radiation Heat Transfer 
The radiation heal transfer to and from balloons is important 

for their performance and determines (heir short term response 
and stability. Balloon skins absorb direct and reflected radiation 
from the sun and radiation emitted by the earth and the at­
mosphere. Over 99 percent of the solar radiation is in the wave­
length range between 0.2 and 4.0 microns, whereas the earth and 
atmospheric radiation is in the infrared range between 0 and 
100 fj., with about 70 percent below 20 / j . Balloon skins are at 
temperatures of about 480 deg R and thus emit infrared radiation. 
For approximate calculations the sun and the earth can be con­
sidered to be black bodies al 10,000 deg I! and 540 deg R, respec­
tively. The direct radiation from the earth and the clouds can 
be as high as 150 Btu,'ft'--hr [3]. However, the direct solar radia­
tion is collimaled and, therefore, the effective receiving area is 
the projected area, which in the case of a 1-million-cu-ft balloon 
(equivalent to a 124-ft-dia sphere] would be about 12,100 ft2. 
Reflected solar radiation, on the other hand, impinges on the 
lower half of the total surface area of the balloon, which is about 
24,000 ft2. Earth radiation impinges on the total area of the 
balloon (about 48,000 ft2) during ascent through the atmosphere 
but impinges on only the lower half of the balloon surface after 
it has risen to an altitude of 70,000 ft, where less than 5 percent 
of the total air mass remains above. The total direct solar radia­
tion is thus about 5.4 X 10" Btu hr, and the reflected radiation 
is about 3.6 X 106 Btu/hr . Infrared irradiation from the earth 
and the atmosphere can be as much as 7.2 X 10° Btu /hr but at 
float altitude will be of the order of 2 X 10" Btu/hr . The balloon 
emits radiation at a rate of 4.8 X e, X 106 Btu/hr , where the 
effective emittance e, may vary between 0.2 and 0.7 for different 
skin materials. In comparison, convection contributes only 
about 2 X 105 Btu /hr to the heal transfer over the exterior 
balloon surface, but it is the only heat-transfer mechanism in the 
interior because helium is transparent to radiation. 

Since the actual amount of radiation absorbed depends criti­
cally on the radiation properties of the receiving and emitting 
surfaces, a knowledge of these properties is veiy important to the 
designer. The two most common materials for balloon skins are 
polyethylene and Mylar, which have (according to available data 
[48]) an effective absorptanee to infrared earth radiation of about 
0.12 and 0.17, respectively. The absorptanee to infrared earth 
radiation, which is almost approximately the emittance of the 
skin, is 0.21 for polyethylene and 0.63 for scrim Mylar (0.5-mil 

Mylar on dacron scrim I. A Mylar balloon absorbs, therefore, a 
much smaller percentage of its total radiation load from the sun 
than does a polyethylene balloon, and since it also emits more 
radiation by virtue of its higher emittance, a Mylar balloon will 
be cooler than a polyethylene balloon. At the same time, how­
ever, because of its high emittance, a change in environmental 
conditions, e.g., setting of the sun, will reduce the gas temperature 
in a Mylar balloon more quickly than in a polyethylene balloon 
and thereby reduce its altitude stability. 

In the evaluation of the radiant contribution to the total heat 
load on balloons and I heir instrument packages, engineers are 
faced with a lack of experimental data for the pertinent surface 
radiation characteristics of the materials used for balloon sys­
tems. To calculate accurately the percent of direct solar incident 
radiation absorbed by a surface, one must know its monochro­
matic absorptanee for radiation of wavelengths between 0.2 and 
1.0 n al various angles of incident radiation [49|. The absorp­
tanee of thin films has a strong angular variation; radiation per­
pendicular to the surface passes through more readily than does 
radiation at a grazing angle. This angular variation can become 
particularly important in a balloon system where the radiation 
incidence angle is zero at sunrise, rises to a maximum at noon, 
and then decreases again to zero at sunset. For passive tempera­
ture control, i.e., the use of surfaces with very different solar ab-
-orplance.- and infrared omittances, the influence of the average 
incident angle of radiation cannot be ignored. 

The difficulty of determining radiation properties for balloon 
skins is exacerbated by the transparency of these skins, and the 
transmittance has to be considered [50]. As will be shown, to 
calculate accurately the radiation heat load on a balloon, one 
needs lo know the total hemispherical emittance of the skin at 
its temperature, the directional and the angular hemispherical 
absorptanee in the solar spectrum (since surfaces are irradiated 
directly and indirectly by the sun I, the directional reflectances of 
clouds and terrestrial surfaces in the solar spectrum, and the 
hemispherical absorptanee in the infrared (for the surfaces ex­
posed to the earth or clouds). In 1968 I). K. Kdwards summa­
rized ihe knowledge of the radiative transfer characteristics of ma­
terials [51] and surveyed techniques available to measure surface 
properties |52], 

It does not seem feasible lo measure spectral-angular surface 
properties for all potentially useful materials. The amount of 
data would be unmanageable, and Ihe cost with present equip­
ment would be unreasonably high. It would, therefore, be de­
sirable to classify materials according to their physical surface 
properties and to develop working relationships to estimate 
"effective*' angular properties from measurements of a few select 
properties. One should also know the influence on the radiation 
surface properties of launch procedures, aging, solar radiation, 
and atmospheric phenomena so thermal predictions can be made 
not only for idealized laboratory samples but also for actual 
operational systems. 

The life of a balloon depends critically on the relationship be­
tween the amount of radiant energy absorbed during the day and 
the amount of radiant energy lost al night. In the morning the 
balloon is usually at the lowest float altitude because the gas is at 
its lowest temperature. After sunrise the gas is warmed by 
transient free convection from the skin, after the skin has been 
warmed by the absorption of solar radiation. The part of the 
skin exposed to the sun transfers heat by transmission and in­
ternal emission to the rest of the skin. As the temperature of ihe 
gas increases, the buoyancy of the balloon also increases and the 
system begins to rise. This rise will continue until shortly after 
sunset, whereupon the net loss of energy exceeds the net input of 
energy, and the balloon begins to sink. Presently Ihe total 
balloon heat balance over a 24-hr period shows a small loss in in­
ternal energy. 

One of the long-range objectives of balloon designers is a system 
which will passively maintain its average float altitude, i.e., for 
which the net change in lifting gas internal energy over a 24-hr 
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period is zero. Various schemes to achieve a zero net change 
have been tried without success. But even if a "permanent 
balloon*' is not possible, increased balloon lifetime and altitude 
-lability would materially contribute to programs aimed at per­
mitting long-term weather prediction and eventual weather 
control. 

At altitudes below 70,000 ft the radiation incident on a balloon 
i.- subject- to considerable variation, and quantitative estimates 
are uncertain. The amounts of infrared irradiation from below 
and from above will differ and will both depend on the weather 
and the cloudcover. The incident solar radiation will also de­
pend on the altitude and the clouds. At altitudes over 70,000 ft a 
balloon is above the weather and receives nearly all of its infrared 
radiation from below. Under these conditions the infrared radia­
tion heat load can be estimated with considerably more confi­
dence. Fortunately, large balloons are generally launched in 
wind weather so that changes in cloud cover during ascent are 
minimized. 

Although measurements of upward and downward radiation 
in the atmosphere have been made for many years, accurate 
evaluation of rapid changes in radiation flux are unreliable be­
cause it is not possible to predict local weather changes in ad­
vance. One could, however, coordinate weather observations 
and particular types of clouds and their altitude, with radiation 
heat flux calculations. Calculations based on recent observa­
tions made at ESSA by Dr. P. M. Kuhn [53] clearly correlate 
changes in the radiation flux with cloud cover. Application of 
available knowledge of atmospheric radiation to balloon per-
tormauce will, however, require close cooperation between 
meteorologists, cloud physicists, and engineers. 

For small packages used on superpressure balloons at inter­
mediate altitudes, an engineering analysis of the thermal control 
problem and a summary of the experience gained in several 
flights by NCAH have been presented by Litchfield and Carlson 
'•><)]. The basic problems of temperature control at float altitude 
are quite similar to those encountered in spacecraft. In space, 
where only radiation can transfer heat, the equilibrium tempera­
ture T developed by an opaque body subjected only to direct 
-olar radiation at the rate G, over a projected surface area S, 
normal to the sun, having an averaged directional absorptance 
per unit projected area (!,,,„„ and a surface area S with an average 
hemispherical emittance in the infrared ctlli is T = (a,.^aO.,Sa/ 
'•r(7//,i:>**>) , which shows that the ratio of the absorptance in the 
solar spectrum to the emittance in the infrared controls the 
equilibrium temperature. 

In the balloon packages the heat-transfer problem is more com­
plicated than for spacecraft because of the addition of reflected 
.-olar radiation, convection, and the influence of the atmospheric 
radiation, all of which depend strongly on the cloud cover and the 
weather. In daytime flights, the temperature can be controlled 
by proper treatment of the surface of the package. The proper-
lies of a number of materials and surface coatings for such use 
are presented in references [54-57] ; Table 5 presents a typical 
selection. Silver sulfide, which has an average infrared emit­
tance of only 0.03 and an average solar absorptance of 0.60, has 
been used successfully in balloon packages for which a tempera­
ture of from 44-60 deg F was desirable. A further increase in 
temperature during the day was achieved by covering the pack­
age with a thin film of material such as Mylar which is trans­
parent to radiation only in the solar spectrum between 0.2 and 
3.0 fx but has a large reflectance for infrared radiation. This 
method of trapping the radiation, sometimes called the green­
house effect, should be used with caution because it can easily re­
sult in an excessive temperature rise during the middle of the day. 

For nighttime balloon flights, energy must be stored to main­
tain the internal temperature of the flight package. A simple 
energy reservoir is water; 42 watt-hr of energy per pound of 
water is released when it freezes. In addition, as water is cooled 
to its freezing point, 0.3 watt-hr of energy is released for each 

Table 5 Radiat ive characteristics of surfaces 

Material 

Silver (polished) 
Platinum 
Aluminum 
Nickel 
Stellite 
Aluminum paint 
White lead paint 
Zinc oxide paint 
Gray paint 
Black paint 
Lamp black 
Silver sulfide* 
Nickel black*.1 

Cupric oxide*-1 

IE. 
Emittance 

0.02 
0.05 
0.08 
0.12 
0.18 
0.55 
0.95 
0.95 
0.95 
0.95 
0.95 
0.03 
0. 10 
0. 15 

Solar 
Absorptance 

0.07 
0.10 
0.15 
0.15 
0.30 
0.55 
0.25 
0.30 
0.75 
0.95 
0.97 
0.60 
0.90 
0.90 

Us Hi 
Ratio 

0.28 
0.50 
0.53 
0.80 
0.60 
1.00 
3.80 
3.20 
1.26 
1.00 
0.98 
0,05 
0. 11 
0. 10 

* These are .special .surface,-* where a metal is covered with a very 
thin layer of absorbing material. The layer is so thin that it is a 
fraction of a wavelength thick in the infrared and is, therefore, al­
most transparent to 111. The result is that the III emissivity is 
nearly that of the underlying metal. However, the thickness is large 
compared to the wavelength of the maximum solar spectrum so the 
absorptivity is large for solar radiation. 

1 H. Tabor, Sola)'Energy, September, 1961. 

Table 6 Energy storage capabil i t ies of water and batteries 

\v-hr/I!> w-hr/kg w-hr/in. 

Water (heat of fusion) 
Water (per °C) 
Zinc-air 
Lead-acid 
Nickel-cadmium 
Silver-cadmium 
Silver-zinc 

50 
0.63 

80 
11 
8 

35 
55 

110 
1.38 

170 
24.2 
17.6 
77.0 

121 

1.7 
0.0225 
5 
1:2 
0.4 
3.5 
4.5 

pound of water cooled 1 deg F. Table 6 compares the energy-, 
storage capacity of water with that of zinc-air and silver-zinc 
batteries. The batteries have greater energy-storage capacity 
than water, but zinc-air batteries require more oxygen at balloon 
float altitudes, and water is cheaper and easier to handle. •, 

For flights lasting several days, the package must, be able to 
absorb as much heat during the day as if loses during the night. 
With suitable black paint daytime surface temperatures of + 6 
to 10 deg F can be attained; but since a typical nighttime surface 
temperature is —67 deg F, it is necessary to achieve a daytime 
surface temperature of about 130 deg F to maintain temperature 
equilibrium in the water. This requires the use of special coat­
ings, such as silver sulfide, or the use of one or more greenhouse 
covers. One can also use solar cells to generate energy within 
the package during the day, but this adds weight and complicates 
the system. 

Emitted Radiation; q, in Equation (15) 
The balloon fabric, polyethylene or Mylar, transfers heal to 

the atmosphere by infrared radiation. A typical Mylar balloon 
fabric (0.35-mil-thick Mylar with Dacron scrim, 4 X 6 strands 
per inch) has an average transmittance of about 0.55 at its 
operating temperature, an average reflectance of about. 0.20, and 
an average absorptance of about 0.25. A typical polyethylene 
film has an average absorptance of 0.20, an average reflectance of 
only 0.05, and an average transmittance of 0.75. However, the 
monochromatic properties of fabric materials vary considerably. 
Mylar, for example, has radiation windows with transmittances 
as high as 0.80 for wavelengths between 3 and 6 yu and opaque 
ranges with transmittances as low as 0.10 for wavelengths be­
tween 13 to 15 JJ. [59]. 

To calculate the emitted radiation it is necessary to know the 
spectrally averaged hemispherical emittance in the infrared re­
gion. The evaluation of an average hemispherical emittance for 
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Fig. 9 Emission of radiation from a balloon skin—the effective emiHance 

a given wavelength range or a given temperature oilers no dif­
ficulties for an opaque surface [51, 55, 58). As shown in Fig. 9, 
however, a surface element of a balloon skin dS radiates not 
only directly into space, but also into the interior where radiation 
rati pass through the fabric into space, can be reflected from the 
inferior surface of the balloon fabric, or can be absorbed by the 
fabric. To calculate accurately the "effective emittance" of a 
balloon from data on the surface radiation properties of its fabric 
skin, bidirectional values of the monochromatic emittance, ab­
sorptanee, and reflectance of the interior surface would have to 
be known for the infrared wavelengths between 6 and 100 ix [51]. 
j-iuch measurements are difficult and are generally too expensive. 
For balloon design it would actually be much more desirable to 
measure the actual emittance of a spherical sample of the fabric 
material filled with helium. However, no such data have as yet 
been taken, and calculations have been based on a model proposed 
by Germeies [8], This model assumes that the inner fabric sur­
face obeys Lambert's law, i.e., if emits and reflects diffusely. I t 
also assumes that average values can replace the spectrum of 
values for the omittance, absorptanee, and reflectance of the inner 
surface over the wavelength range (between (5 and 20 JX) for which 
data are available [59|. The net rate of emission from the entire 
balloon is then equal to I lie radiation directly emitted from the 

outer surface, SiirDi"(TT/
i
) plus that portion of the radiation 

emitted by the interior surface which eventually passes through 
the fabric, (:ifiirDl)

iaT/
i([ + ?,- + f:- + •••)• By summing these 

series, one obtains the effective emittance of the fabric 

Cfjl + f ;(I + /•<• + /",-' .) 

I + 1 - r 1 - f: 

where 

f 
a(\)/(X)d\ 

r{\)/(\)dh 7." 
KXtdK 

l(X)d\ 

f; = 1 — f; ~~ «; 

e,(Tj) = aAT,) 

(:{()) 

(31(0 

(;ud) 

Use of the effective emittance gives the rate of heat transfer from 
the balloon fabric in the form 

t/u = 4.8St\.[fr(,'
J''vf/

4 (32) 

where T,' is the average of the fourth power of the absolute tem­
perature of the balloon fabric. 

The infrared hemispherical emittance of the .surface of an 
opaque body can be measured easily so that the determination of 
the radiation emitted by the surface of a balloon instrument 
package generally offers no problem. 

Direct Solar Radiation; q2,rf in Equation (15) 
The solar radiation .spectrum has been investigated in great 

detail, and summaries of the current state of knowledge are pre­
sented in references [9, 54). Fig. 10 shows the solar spectrum 
at the outer fringes of the atmosphere and at the surface of the 
earth after attenuation and absorption by the atmosphere. (>ver 
99 percent of the solar energy is contained within a narrow wave­
length band between 0.2 and 4 fx, and for most engineering heat-
transfer calculations the sun's spectrum can be approximated by 
that of a black body at 10,600 deg R. The solar constant, i.e., the 
radiation received by a surface placed perpendicular to the rays 

- r - i — | — r - r -y-T-j- T 

,Solar Irradiation Curve Outside Atmosphere 

-Solor Irradiation Curve ot Sea Level 

V—— Curve tor Blackbody at 5900"K 
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0 02 0.4 06 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 

WAVELENGTH (h) 

Fig. 10 Spectral distribution of solar radiation in space and at sea level; reference [9] 
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of tiie sun outside the earth's atmosphere, is 2,0 cal/eni2-min, or 
-142 Btu/ft2-hr. The solar radiation per unit area on a horizontal 
surface outside the earth's atmosphere depends only on the zenith 
angle, i.e., the angle between the normal to the surface and the 
rays of the sun. This angle can be determined from the relation 

cos f = sin X sin a, -4- cos X cos o% cos h (33) 

As shown in detail in references [58, 60], the radiation per unit 
area on a surface which is tilted at an angle T to the horizontal is 

(! = da cos f cos i (34) 

where 

4> 
X 

G. = 

angle between the surface and the horizontal 
westward declination (measured from the south 

meridian) of the projection on the earth's surface 
of the normal to the surface 

cos (A2 - a) cos (9(1 - f ) sin r + sin (90 - f ) cos r 
latitude 
solar declination 
local hour angle 
azimuth of the sun, measured westward from the 

south meridian 
average incident solar radiation 

Once the angle between the sun and the surface, i.e., (f — r ) , is 
known the solar radiation absorbed by a surface outside the at­
mosphere is simply d,(f — r)Gtl where a,(f — T) is the effective 
directional absorptance for that angle. 

In passing through the atmosphere, the intensity and spectrum 
of the solar energy are altered by absorption and scattering [61]. 
Therefore, the radiation on an object is strongly dependent on the 
atmospheric path length of the solar rays, usually expressed in 
terms of the "optical air mass." Exact calculations of the atten­
uated spectrum are quite cumbersome [61, 62], and for engineering 
purposes such calculations are only useful when the directional ab-
sorptances of the receiving surfaces are known [63, 64]. Pig. 11 
shows the distribution of direct solar radiation incident at sea 
level on a horizontal surface, as a function of wavelength, for 

several short paths corresponding to optical air masses between 
1.0 and 8.0. The optical air mass is unity when the sun is directly 
overhead and the body receiving radiation is on the earth's sur­
face. Under these conditions only 70.2 percent of the solar con­
stant is received. For other values of optical air mass (in), the 
fraction of solar radiation received is expressed to within 3 percent 
accuracy [8] by the empirical relation 

= 0.r>(<^°-li5'" + e-o-1"5"') (35) 

where the optical air mass depends on the altitude and the sun's 
zenith angle f. The variation of the optical air mass at sea level 
with zenith angle, »i(0, f) , is given in Table 16-18 of reference 
[91 and can be closely approximated [81 by the relation 

/»((), f) = [1229 4- (614 cos f ) 2 l ' A - 614 cos f (36) 

for 0 < f < 90 deg. Since the attenuation is proportional to the 
number of air molecules in the path, for a given zenith angle the 
optical air mass at altitude z can be related approximately to the 
air mass at sea level by the relation 

m(z) = ma)){p(z)/p(Q)\ (37) 

Using equations (33)-(37) one can determine radiation on a 
surface at any altitude, geographical location, and time between 
sunset and sunrise. There are two short periods 

90 deg < f < 90 deg + cos 
-Ocartl 

.-Dearth + 2«. 

before sea-level sunrise and after sea-level sunset during which a 
balloon also receives solar radiation. A method for determin­
ing the air mass during these periods is presented in reference 
[8], but for most purposes it is sufficiently accurate to double the 
value of the air mass calculated at sea-level sunrise or sunset. 

The portion of the solar radiation absorbed at the surface of an 
opaque body, such as an instrument package, can be calculated 
once the relative position between the sun and the surface is 

0.3 

WAVELENGTH (MICRONS) 

0.5 0.6 '0.7 0.8 0.8 

MASS 

1.0 

1.5 

2.0 

4.0 

6.0 

8.0 

TOTAL 
WATTS cm-* 

0.0865 

0.0750 

0.0640 

0.0372 

0.0240 

0.0152 

ENERG-T 
CAL min*' 

1.24 

1.08 

0.917 

0.533 

0.344 

0.218 

s 
f b30 

WAVE NUMBER c m " ' 

F ig , 11 Spectral d is t r ibut ion of solar rad ia t ion incident at sea level for air masses 1.0 i o 8.0; reference [61] 
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known. The amount of the incident radiation absorbed per 
unit area is 

9nl>sor!)!!<l J" • 
JO.2 

(f - T, \)6(\,z)d\ = aj$ - T)G(Z) (38) 

However, as mentioned previously, the problem is more compli­
cated for the balloon because the skin is transparent, and a por­
tion of the incident solar radiation is absorbed, a portion reflected, 
and the rest transmitted into the interior where some of the ra­
diation transmitted on the first pass will be absorbed as a result 
of internal reflection and absorption. 

Except for occasional measurements in connection with basic 
investigation of radiation [51, 03), only Dingwell [59] has at­
tempted to make systematic measurements of the radiation 
properties of balloon fabrics. Since balloon skins are trans­
parent, absorptances are difiicult to measure directly. Dingwell 
measured, therefore, the monochromatic Iransmittance of solar 
radiation using a Beckman D.K. spectrophotometer. The re­
flectance was then estimated by observing interference fringes 
caused by internal reflections and applying Fresnel's formula for 
normal incidence. Finally, the monochromatic absorptance for 
incident radiation, presumably normal to the surface, was calcu­
lated from the relation 

a(X) = 1 - r(X) - r( , \) (39) 

and the integrated normal absorptance of the fabric over the solar 
spectrum was determined by numerical integration of the relation 

/>4.0 / /-4.0 
iis (normal) = «(X)/(X)(/X/ /(X)riA 

J 0.2 / J 0.2 
(40) 

No measurements have yet been made of the effect of the angle of 
incidence of solar radiation on the radiation properties of balloon 
films. 1). K. Edwards [64| has shown, however, that predicted 
equilibrium temperatures can be as much as 40 cleg F in error if 
the angular dependence of radiation characteristics is neglected, 
and it would be desirable to measure the directional absorptance, 
a(d, 4>, X, T), for some typical materials. 

To estimate from available information the percent of the solar 
radiation actually absorbed by the skin of a balloon, it will be as­
sumed that the absorptance of the skin is independent of the angle 
of incidence and that radiation transmitted through the skin 
emerges diffusely from the interior surface. Furthermore, the 
shape of the balloon will be idealized as a sphere so that the pro­

jected area is irD^/4. The fraction of the incident solar energy 
absorbed on the first pass is afi(z)irDg

2/4, and the fraction trans­
mitted is TsO{z)irD^/A.. Of the fraction transmitted, a s will be 
absorbed by the fabric and fs will again be reflected. The total 
amount of the incident solar radiation eventually absorbed, ob­
tained by summing this series of inter-reflections, will be 

q-,.,, = G(z)(7rZV/4)a„ 1 + I - f. 

or in terms of the gas volume in the balloon 

q,,tl = 0(2)1.21 F / / 5 a , 1 + 
7, 

— f. 

(41) 

(42) 

The zenith angle f can lie defined in a time coordinate sys­
tem related to the flight of the balloon. If at time of launch the 
Greenwich hour angle is GHA, then at any subsequent time { 
the hour angle is 

5h = ( i l lA - X + ((7240) (43) 

where Gil A and the latitude X are in degrees and / is in seconds. 

Reflected Solar Radiation; q2, r in Equation (15) 
Until recently, the heat load of greatest uncertainty in equation 

(15) was the reflected solar radiation. I t was known from an 
overall heat balance that the portion of the solar radiation re­
flected by the earth and its atmosphere, the albedo, when aver­
aged over time and space, was about 34 percent [65]. It was also 
known from balloon and aircraft observations that the albedo can 
vary widely, but no accurate long-term measurements could be 
made without an observation station outside the atmosphere. 
The early measurements of Explorer VII and several Tiros 
satellites resulted in data for only a portion of the globe because 
these satellites were not in polar orbits. In 1967 and 1968, how­
ever, the meteorological satellite Nimbus II measured the incom­
ing and outgoing radiation over the entire globe for several 
weeks, and Dr. E. Kaschke of the Goddard Space Flight Center 
correlated the results and presented them in convenient graphs 
[65]2. These results are very useful for estimating the reflected 
solar radiation above the atmosphere at the geographic locations 

2 According to a private communication all the curves in reference 
[05] are shifted by 2.5 deg due to a drafting error. 
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Table 7 Relative spectral disfribufion of albedo radiation under various sky conditions 

Ax* 
X 

M 
0.2!) 

().:-><> 
0.31 
0.32 
0.33 
0.34 
o.:!5 
0.30 
0.37 
0.38 
0.30 
0.40 
0.41 
0.42 
0.43 
0.44 
0.47) 
0.46 
0.47 
0.48 
0.49 
0.50 
0.51 
0.52 

* Rx = the 

Clear 
Skies 

0 
0.882 
0.8!)2 
0.848 
1.000 
0.858 
0.815 
0.744 
0.768 
0.671 
0.575 
0.758 
0.781 
0.790 
0.675 
0.708 
0.734 
0.649 
0.713 
0.563 
0.487 
0.452 
0.422 
0.378 

•atio of the .speed's 

Mean 

0 
0.721 
0.761 
0.749 
0.920 
0.813 
0.802 
0.746 
0.796 
0.714 
0.624 
0.840 
1.000 
0.937 
0.835 
0.908 
0.958 
0.892 
0.864 
0.834 
0.749 
0.727 
0.697 
0.650 

1 irradiance ; 

Overcas 
Skies 

0 
0.477 
0.534 
0.553 
0.705 
0.648 
0.661 
0.634 
0.700 
0.632 
0.570 
0.772 
0.950 
0.925 
0.835 
0.934 
1.000 
0.960 
0.954 
0.935 
0.853 
0.840 
0.825 
0.780 

t wavelength X 

"canned by Nimbus II, but (hey cover only a limited period and 
do not indicate variations with weather or with direction. 

The works of Houghton [66] and Fritz [67] are, therefore, still 
very useful for engineering design. The former established a 
convenient graph for the approximate albedo as a function of 
latitude for clear, partially overcast, and completely overcast 
skies (see Fig. 12). Although these curves were designed for 
conditions above the atmosphere, they also will give approximate 
results for balloons in the atmosphere as long as the sky above is 
not completely overcast. The accuracy of the method, which is 
very good for altitudes above 50,000 ft, depends upon the altitude 
and the amount of cloud cover. From the work of Fritz [67] 
and Coulson [68] an estimate of the spectrum of the reflected 
Milur radiation can be made. Table 7 presents the results [54] 
as the ratio of the solar radiation received from below" at a wave­
length X to the radiation at the wavelength of maximum intensity 
for three sky conditions. The reflected solar radiation incident 
on a satellite or a balloon from a surface element of the earth-
atmospheve (AS,, (see Fig. 13) is 

fIG, = (7rA>,,V4)G.'-»(0, f ) eos d cos ^dSJL-ir (44) 

where 

G, = solar radiation incident on dSe 

i\(d, f) = the bidirectional reflectance of dSc for a zenith 
angle f in the direction of the balloon, 6 

/»_;, = the distance between the balloon and dSe 

For a known geographical distribution of i\(d, f), the reflected 
radiation can be calculated numerically. If one assumes that the 
earth-atmosphere system reflects uniformly and diffusely, equa­
tion (44) can be approximately integrated [72] over tlie portion 
of the earth visible from the balloon, and the radiation heat load 
due to albedo reflectionr/2,, becomes 

(/i,r = (7rZ)9
2/4)((,(3a„i„r[2r,,„(l - \/JTDe) cos 0,| (45) 

where 

(k„\M = solar constant (442 Btu/ft2-hr) 
<7, = average effective absorptauce of the skin in the solar 

spectrum 
r,,„ = average hemispherical albedo of the earth atmosphere 

for a given zenith angle 

Ax* 
X 
00 

0.53 
0.54 
0.55 
0.56 
0.57 
0.58 
0.59 
0.60 
0.70 
0.80 
0.90 
1 .00 
1.10 
1.20 
1 .30 
1 .40 
1 .50 
1.60 
1.70 
1 .80 
1 .90 
2.00 
4.00 

Clear 
Skies 

0.378 
0.252 
0.333 
0.312 
0.288 
0.276 
0.262 
0.241 
0. 134 
0.084 
0.057 
0.042 
0.028 
0.019 
0.017 
0.015 
0.013 
0.010 
0.008 
0.006 
0.005 
0.005 
0.000 

.Mean 

0.068 
0.663 
0.637 
0.615 
0.590 
0.581 
0.563 
0.541 
0.396 
0.293 
0.224 
0.179 
0. 149 
0.118 
0.095 
0.076 
0.063 
0.051 
0.042 
0.034 
0.029 
0.025 
0.002 

Overcast 
Skies 

0.807 
0.812 
0.795 
0.770 
0.752 
0.748 
0.734 
0.717 
0.554 
0.425 
0.331 
0.266 
0.219 
0.181 
0. 145 
0. 115 
0.093 
0.078 
0.083 
0.052 
0.045 
0.037 
0.028 

spectral irradiance at the wavelength of maximum intensity. 

ZENITH 

OBSERVED AREA {\,<p) 

Fig. 13 Satellite or balloon to earth geometric configuration 

z = altitude of the balloon 

Dc = earth diameter (7920 miles) 

df = angle between a vertical line through the balloon and 
the earth's center and a line through the earth's 
center and the sun. 

When a part of the atmosphere below a balloon is covered by 
clouds and the rest is clear, the reflection from below will not be 
uniform. In such a situation one can improve the accuracy of 
the calculations by dividing the visible earth-atmosphere system 
into areas of uniform, but not equal, reflection. Assuming that 
each area reflects diffusely, one can approach this problem by 
means of shape-factor algebra [58, 69, 70[ just as in calculations 
of radiation between two diffuse surfaces. 

Although the atmospheric layers are curved, one can approxi­
mate the atmosphere and the clouds below the balloon by a flat 
surface without introducing an appreciable error. The shape fac­
tor between a small sphere dAi and a plane rectangle A-> with the 
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Toble 8 (Adopted from reference [77]) Mean values of thickness, albedo reflectance, and absorptance as well as constants 
various cloud types 

Mean thickness 

bj and a; for 

Low cloud 
.Middle cloud 
High cloud 
Nimbost.nit.us 
Cumulonimbus 
Stratus 

] ft = /'„ (1. - <;-''!') 
Value of r, corresponds to mean thickness 

cii = « r o (1 — e~>>zt) 
Value of tit corresponds to mean thickness 

Mean 
reflect 

0 
1) 
0 
0 
0 
0 

albedo 
ance n 

CO 
48 
21 
70 
70 
(it) 

-Mean absorptance 
a i 

0.07 
0.04 
0.01 
0.10 
0. 10 
0,00 

I (meters) 

4.">0 
(500 

1700 
4000 
(iOOO 

100 

f>, ( X t O - ' m 

2 1 , 0 
JO.o 

1.2 
4 . 2 
2.X 

155 

') /,.. OO' - ' i n - ' ) 

4 .5 
1.8 
0.15 
0.78 
0.52 

Mi 8 

I 
d A | - A j ^ 

tr 
tan"1 ( 

x y 

v I + x2 + I + x ' + y* 

Fig. 14 Shape factor for small sphere and rectangular area 

sphere located at one corner of a rectangle that has a common 
side wi th , ! , (see Fig. 14) is 

1 .n/ 
- t a n - ' - - - -_ 

4-n- V i 4. .,.2 4 ,/t 

# 

iA= 180 
9=90 

X ( 0. <!>,£= CONST.) 

r ( < = CONST.) 

% (0, <!>,<* CONST.) 
^=90° 

Fig. 15 Variation of directional solar reflectance with petition of re-
(.((>) ceiver at low sun angles; reference [65] 

where.r = 6/c and y = u/c. 
'The reflectance of various types of clouds can be estimated from 

Table 8 in conjunction with the relation [70| 

= rj\ - c-'"') (47) 

where 

r, = reflectance of cloud of thickness ( 

r,„ = reflectance of cloud of infinite depth 

/ = cloud thickness in meters 

6i = constant whose value depends on liquid water content 

or cloud type 

Au approximate method, sullieiently accurate for most pur­
poses, is to assume that (1) the atmosphere ends at the intersec­
tion of a straight line between the balloon and the horizon and (2) 
the atmospheric surface below the balloon is flat. 
• As .r and y approach infinity, the shape factor for radiation be­
tween a sphere and an infinitely large plane approaches icDQ-/2, 
which is larger by a factor of (I — \/iz/De.lrt\t) than the correct 
value between a small and a large sphere. At an altitude of 20 
miles the error would be about 10 percent. A calculation taking 
the curvature into account is presented by Cunningham |(i!)]. 

Data from which the geographic distribution of reflected solar 
radiation above the atmosphere can be calculated were gathered 

by the Nimbus II meteorological satellite, which was launched 
May l(>, HHHi, and remained in a polar, synchronous, ciicular orbit 
at a mean altitude of 1140 km until July 28, 10(H). Its orbital 
period was 108.(1 min, and during its i:> daily orbits the entire 
globe could be observed day and night. Reflected solar radiation 
in the wavelength range between 0.2 and 4 microns and the earth-
emitted long-wave radiation between 5 and 30 microns were 
measured with a radiometer. Details of the data reduction and 
instrumentation are presented by Raschke [(W>|. In the follow­
ing, only the application of the averaged data to the evaluation 
of the reflected solar radiation will be discussed. 

Using the parameters defined in Fig. b>, the solar radiation re-
fleeted from a surface element <IS„ depends on the location of i/.S. 
on the globe, the time of year, the weather conditions /primarily 
the cloud cover and the zenith angle of the sun'i. The total 
hemispherical radiation reflected from (/>Se will be 

'/reflect ,,, = 1 i l,r(6, f )si 
J o J o 

n 6 cos BiWd^ (48) 

where I_," is the intensity of the reflected solar radial ion and 0 and 
\j/ are the polar and azimuthal angles of measurement, respec­
tively. Since the intensity of radiation reflected from the earth-
atmosphere system depends on 6, ip, mid f (the instantaneous 

322 ,/' AUGUST 197 0 Transactions of the ASME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://Nimbost.nit.us


zenith angle of the sun), p1, the instantaneous bi-directional re­
flectance of the area element tlSr at latitude X and lougittide '!>, can 
be defined as 

p'l.O, \p, f>, X, <f>) 
cos f'//1' (4!)) 

where / , is the instantaneous direct intensity of the direct solar 
radiation incident on </>S,.. 

The hemispherical directional reflectance r('f) is the ratio of the 
total reflected solar radiation (as would be received by a black 
hemisphere placed over tlS,.) to the incoming solar radiation. It 
depends only on the zenith angle _(' and the time of year. From 
airplane and balloon measurements liaschke prepared diagrams 
relating the ratio between the directional hemispherical reflec­
tance (r) and the bi-directional reflectance (p1 = p,7r) at various 
azimuthal angles within relatively narrow ranges of the zenith 
angle. Fig. !."> shows one of these diagrams in which isoliues of 
.r = r/p are drawn as functions of 6 and \p •<»' il tange of solar 
zenith angles between til) and SO deg. Willi the aid of these 
intermediate approximations liaschke calculated the hemispheri­

cal directional reflectance from the Nimbus II data and presented 
his results as maps of I he average albedo of the earth-atmosphere 
system during a two-week period |(io|. Fig. Hi shows such a. 
map for the Northern Hemisphere during the period July 16 2.N, 
1!)(}(). The albedo varies from 20 HO percent over coastal 
parts of the North American continent to 00 percent over Green­
land and the Sahara Desert. 

In addition to the albedo maps, liaschke also presented a cor­
relation of available data showing the variation of the directional 
hemispherical reflectance with zenith angle (Fig. 17) and the ratio 
between the directional hemispherical reflectance and the bi­
directional reflectance at various azimuth angles for snow, slrato-
curuulus clouds, and cloudless ocean areas. With the aid of these 
diagrams one can make predictions of the reflection at altitudes 
above 00,0(10 ft. Such predictions are quite accurate except 
when there are changes in cloud cover. For engineering design 
it is usually satisfactory, however, to use equation (45) in com­
bination with the graph in Fig. 17 relating the average hemi­
spherical reflectance to the zenith angle, which can be calculated 
using equation (4.'!) in a time coordinate system related to a 
balloon flight. 

Fig. 16 Albedo map for the Northern Hemisphere during July 16-28, 1966; reference [65j 
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Fig. 17 Variation of directional solar reflectance with zenith angle; reference [65] 

Infrared Radiation From the Earth and the Atmosphere; 
q3 in Equation (15) 

The contribution to the total heat load on a balloon by the ra­
diation from the earth and the atmosphere is an important 
variable in the energy balance formulated by equation (15). Un­
fortunately, the quantitative prediction of this portion of the 
total heat load is subject to some uncertainty because it depends 
on several factors which are difficult to specify. 

The infrared radiation from the earth and the atmosphere 
varies as the balloon ascends. Immediately after its launch, the 
balloon receives radiation from the atmosphere over its entire 
surface, but as it ascends the amount of air above the balloon 
continuously decreases. Eventually, only the lower part of the 
balloon receives radiation from the atmosphere. This infrared 
radiation is, of course, dependent on the altitude and the cloud 
cover. Since, the cloud cover often changes rapidly, a balloon 
can experience unexpected and unpredictable fluctuations in the 
radiation from the earth-atmosphere. The situation improves 
considerably, however, as the balloon ascends; once if has risen 
above the clouds and the weather to an altitude of about 60,000 ft, 
the contribution of radiation from the earth and the atmosphere 
can be predicted with a considerable degree of accuracy. 

Radiation of the earth and the atmosphere is of considerable 
interest, to meteorologists. Comprehensive treatises on the ra­
diation characteristics of the atmosphere have been published 
during the past decade by outstanding meteorologists such as 
Goody [13], Feigelson [62], Budyko [74], and Kondratyev [75]. 
The radiation characteristics have been investigated and reduced 
to convenient graphs and charts by Simpson [761, Yamamoto 
[77], and Elsasser and Ciilbertsoii [781. Using Nimbus II data 
Haschke also prepared infrared radiation maps. Fig. 18 shows 
the infrared radiation emitted from the earth and the atmosphere 
into space over the Northern Hemisphere during the period July 
16-28, 1966. 

In connection with efforts to construct a general circulation 
model of the atmosphere, several researchers including Houghton 
[60], London, [79], Manabe and Moiler [80], and Davis [81] 
have studied theoretical aspects of atmospheric radiation, but 
most of them calculated the meridional distribution and seasonal 
variation of the radiation balance and not its global distribution. 
From a practical point of view, Simpson's simple model [76, 82] 
is still very useful for estimating radiation heat loads, although 
Budyko [74] presents more accurate heat-balance calculations at 
the earth's surface. Neither of them, however, considers the 
radiation within the atmosphere. Recently A. Katayama [83] 
has made valuable calculations of the radiation budget of the 
troposphere over the Northern Hemisphere, and Sasamori [84] 
has developed a method for calculating the upward and down­
ward radiation flux in a cloudless atmosphere. Sasamori's calcu­
lations are based on empirical formulas for the spectral variations 
of the absorptances of water vapor, carbon dioxide, and ozone 
(the constituents of the atmosphere with absorption bands in the 
infrared range), and on the assumption that the surface of the 
earth is perfectly black. A summary of his results is shown for 
different latitudes in Fig. 19, where the upward radiation flux and 
the downward radiation flux are plotted as a function of altitude. 
The spectral characteristics of the radiation are not shown but can 
be calculated from tlie empirical relations in reference [84], 

I t should be noted that the atmosphere is almost transparent to 
wavelengths between 8 and 12 microns so that a balloon will re­
ceive such radiation directly from the earth. At longer and 
shorter wavelengths the atmospheric water vapor and carbon 
dioxide have strong absorption bands so that the infrared radia­
tion in that part of the spectrum received by a balloon is emitted 
by the atmosphere, usually at a temperature lower than that of 
the earth. Some balloon materials exhibit considerable varia­
tions in the monochromatic absorptance in the infrared, and to 
estimate reliably the infrared radiation absorbed by the skin, 
integrations over the spectrum between 6 and 100 microns, as 
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Fig. 18 Infrared rad iat ion map for the Northern Hemisphere dur ing Ju ly 16 -28 , 1966; reference [65] 
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Fig. 19 Upward and d o w n w a r d rad ia t ion f lux as a funct ion of a l t i tude; reference [84] 
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Table 9 Radiation environment for superpressure balloon (reference (31)

Altitude SenSOll Air tem­
perature, °C

Average nighttime
dear ,ky balloon

super teinperature

Mylar balloon (0'0 0.01;)

lVlaximum
Tempera- lVlaximum daytinw

Metallized ture inc:rease added tempera-
Mylar bal- top balloon, per wlm' in- oolar fiux ture in-
loon, °C °C crement, °C wim' erease, 0('

Tempenlte, winter -10 0 +5 0.24 q.- 8.)0
'J Ion Temperate, oummer 5 q +2 0.21 :3i) F;" -i)

(700 mb) Tropic 10 ;i 0 0.20 as 8
Temperate, winter ao 0 +8 O. :30 q,- 10,);)

6km Temperate, summer -15 ;) +;i 0.27 85 H
(500 mb) Tropic -5 -10 +2 0.25 :35 n

Temperate, winter -50 +;i +Li 0.:36 40 14
!Jkm Temperate, summer :35 -;) +7 0.:34 40 1"..)

(;300 mb) Tropic: -:30 -10 +2 0.84 40 1:3
Temperate, winter -~i5 +10 +20 O. :36 4~i 16

12 km Temperate, surnmel' 55 +10 +20 0.:36 4.5 16
(200 mb) Tropic -50 +5 +l:i 0.:36 45 16

Temperate, winter -60 +5 0.42 45 HI
16 km Temperate, summer -65 +10 0.42 45 19

(100 mb) Tropic -80 +15 0.47 45 21
Temperate, winter -E>5 -5 0.45 45 20

24 km Temperate, summer -55 -5 0.45 45 20
(:30 mb) Tropic 55 -f) 0.45 45 20

~hown by equation (:31), are uec:essary [5F;, Si>]. For these inte­
grations, simplified models of the variations in the monochro­
matic radiation of the atmoophere, oueh ao tho~e given in ref­
erences [H, ;-)F;] , are quite oatisfactOl'Y.

In view of these c:omplic:ated conditions it i~ not ~mprising that
~everal dilTerent approac:hes have been taken to calculate the ra­
diation from the earth and ito atI1loophere whic:h is aboorbed by a
balloon. Lally [:3], dealing only with ouperpressme balloono,
divided the incoming infrared radiation inlo four parts: from
below, from above, and from two sides, each illuminating an area
of (71'1)"'/4). The radiation environment i~ then estimated using
the following simplified ao~umptions:

Downward radiation

(a) If douc!K above, the downward fiux equals blac:k-body
radiation from a oomce the temperature of the c:lcmd base.

(I» If dear above: balloon above 15 km~10 w1m'; balloon
between 10-Li km~20 w/m'; balloon below 10 km~40 w/m'.

2 IJpward radiat.ion

(a) If douds below, the upward flnx equals bIaek-body radia­
tion from a source the temperature of the doud-tops.

(I» If dear below, the upward radiation will vary from 150
wIm'L450 w1m2

, depending on altitude and airmass. Table H
provides e~timate~ of upward fiux for several altitudes and air
masses.

:3 The radiation from the side:; can be estimated as equal to
black-body radiation from a source the temperature of the air at
balloon al ti tude.

London [F;;i] considered only the upward and the downward
fluxes. The advantage of this approach is that theoretical
analyses and measmements of atmospheric radiation usually
provide only the upward and the downward, but not horizontal,
radiatiou fluxes. An instrument whic:h has been used widely at
I~SSA to obtain measurements of the upward and downward at­
mospheric radiation was developed by Suomi and Kuhn [86].
This instrument, shown in Fig. 20, is basically a double-faced,
hemispherical bolometer with broad-response, blackened sensing
snrfac:es ,hielded from c:onvection currents by thin membranes of
polyethylenc. The radiation flux up and down c:an be calculated
from the temperature, measured with tiny thermistors, of the
,ensor surfac:es and the air. An experimcntal flight verification
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,. thermol 'IOiollon

ooo~ Illch polyethylene film

CROSS SECTION - aLACK OISC RAOIOMnER

Fig. 20 Suomi-Kuhn flat plate radiometer (courtesy of Or. P. Kuhn and
ESSA)

of this instrument, also called an "economical net-radiometer,"
is presented in reference [87]. Data taken during several balloon
flights have been published, e.g. [8S, SH, 90, (ll], and data frO!l1
other flights are being processed at ESSA [;i:3]. Whenever the
spectrum of the upward and downward infrarecl radiation is
known, the rate at which infrared radiation is transferred to the
balloon skin can be calculatecl from the relation

(lOG
q, (7rDv'/2) J 4 [Ueff(A)Gi.up(A) + Ueff(A)G,.dowu(A)]dA

(;iO)
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Fig.21 Radiation environment at Green Bay, Wise" in the summer; reference [531

where aeffO\) is the GJIeetive monochromatic absorpiance of the
balloon film, which can be approximated from equation (80) by

G,.up(A) is the upward lIlonochromatic radiation as measured by
a hemispherieal flat slll'faee radiometer, and (ii.down(A) is the
downward monochromatic radiation, likewise mlmsllI'ed.

Unfortunately, however, only the total average radiation over
all wavelengths is usually measlll'ed. Typical data from metcoro­
[ogicalmeasurements are illustrated in Fig. 21 where the ail' tem­
perature and the total radiation on a horizontal sllI'face from
above and from below are plotted as a function of altitude at
Green Bay, vVisconsin, dlll'ing the summer. Also shown are the
net radiat.ion flux, i.e., the difTerence betweetl the radiation from
above and from below and the t,tmospheric cooling rate, quanti­
iies which are of meteOl'ological interest only.

A third method of estimating the infrared heat load has been
proposed by Genneles [8]. It uses the measlll'ements obtained
by a "blaek ball" radiometer, an instrument widely used by
meteorologists to measure the radiation in the atmosphere. The
instrument., developed by Gergen [92], consists essentially of a
~mall balsa-wood dodeeahedron lminted black and surrounded by
a eonveetion shield, Fig. 22. A thermistor imbedded in the eenter
is used to measure '1'" the "equilibrium radiation temperature"
of the device. From this measurement, the radiation is then cal­
culated from the relation [92]

(;"i1)

. alA) - )'(A)J
1 - dA)

:\lellsurements with this device are carried out during the night
'0 the detector is not afIeeted by the sun. It is claimed that the
temperature reeol'ded by t.he blaek ball is representative of t.he
\otal radiation field to whieh it is exposed. Black-ball equi­
librium tempemtmes have been reeorded as a funetion of alt.itude
at difl'erent geogrnphieallocations, and it has been observed that
large ehanges in the blaek-ball temperature profile oeeur at the
,anle loention within days. The results of these measurements
,mpport the following approximate, simple, general rule. At
g;round level, the radiation temperature is usually less than t.he air
I emrerature, but the deviation is no more than about 10 deg F.
The equivalent. radiation temperature deereases almost linearly
with altitude up to the t.ropopause, where it approaehes about :30

Fig. 22 Gergen "black-ball" radiometer; reference (92)

pereent of its ground value. From there to higher altitudes the
radiation temperature remains approximately eonstant, indicat­
ing that most. of the radiat.ion is reeeived from below.

Germeles [8] used data obtained by means of a blaek-ball
radiometer to ealeulate the infrared radiat.ion on a balloon. He
assumed that the blaek-ball temperature profile is known. Sinee
the blaek ball has a shape similar to that of a balloon, the radia­
tion absorbed by the balloon can be obtained from t.he relation
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q:i = •l.H?Ml.!laV 2/:'Tr (52) 

It is apparent that the estimates of radiation emitted by the at­
mosphere and the earth require considerable improvement and 
elaboration. It may well be that such improvement has not 
been made because the properties of balloon fabrics are only 
known approximately, so that even if the heat load could be cal­
culated with considerably higher accuracy, the uncertainty in the 
absorption load would remain. 

At this juncture I would recommend calculating the heat load 
from above and below, making use of measurements obtained 
with an instrument such as the Suomi-Kuhn radiometer and 
calculating the actual amount of radiation with a simple model of 
the atmosphere such as that proposed by Simpson [70|, which 
considers only water and carbon dioxide absorption. This ap­
proach, described in reference [08] for use in spacecraft design, is 
also directly applicable to calculations on balloon and instrument 
packages. For calculations of heat loads in areas where the 
Kulm-Suomi instrument has not been flown, I suggest use of the 
Nimbus II data, which are similar to albedo data, in that they in­
clude the total radiation flux emitted by the earth's atmosphere. 
This approach, of course, will only be useful for altitudes above 
CO,000 ft since satellite data are taken far outside the atmosphere. 
An aid to further improvement of the calculation of the heat 
load would be to fly several balloons instrumented to measure gas 
temperatures, the radiation heat load, and the air temperature 
simultaneously. Although such measurements have not been 
made, they are feasible with existing instrumentation. 

Experimental Results 
Coordinated measurements of the thermal and aerodynamic 

characteristics of large balloons have been published for only two 
flights conducted with 250,000-eu-ft balloons designed to float at 
80,000 ft. The skins of both balloons were 1.5-mil polyethylene. 

During both flights the atmospheric temperature, the altitude, 
and the balloon helium temperature were measured continuously. 
During one flight the temperature of the balloon fabric was also 
measured at two locations, and the black-ball radiation tempera-
lure 300 ft below the balloon was determined. These flights 
were conducted by NCAI! from its launch site in Page, Arizona in, 
October, I960, and January, 1968. A third flight has been made, 
but the results are not yet available. 

During the first flight, two of the five thermistors inside the 
balloon failed (luring launch, and the telemetering system mea­
suring the air temperature malfunctioned after the balloon 
reached its ceiling. The thermistors used inside the balloon 
have a diameter of 9 mils, roughly 20 times the mean free path of 
helium at its pressure at 80,000 ft. Such small thermistors were 
used to maximize the ratio of (/,./>/,. of heat loss by conduction or 
convection to heat loss by radiation. As shown by Ney, et al. 
190], for a spherical sensor this ratio is 

qc/qr ~ 2kg/eDa1" (53) 

The error because of incident radiation and self-heating is given 
by the equation 

T - 7' = (Dufi/k) + (P/ZirDkJ (54) 

where T is sensor temperature, 7'„ the true gas temperature, I) 
the sensor diameter, ka the gas conductivity, a the absorptance for 
incidence radiation, O the incident radiation flux per unit surface 
area, and 1' the internal power dissipation. The estimated 
temperature error in the tests is less than 0.2 deg F. 

Uncertainties in the data reduction resulted from the difference 
between the value of the air temperature measured by a standard 
i'adiosoude and the value indicated by the thermistor suspended 
300 ft below the payload. Approximately 1.5 hr after launch, at 
an altitude of about 65,000 ft, the air temperature indicated by 

Fig. 23 Comparison of predicted and measured balloon gas temperatures; reference [93] 
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Fig. 24 Internal ba l loon temperature dist r ibut ion measured dur ing flight,- reference [94] 

the radiosonde was 4!) deg F higher than the air temperature indi­
cated by the thermistor. 

The internal balloon temperatures measured during the (light 
were compared with the temperature computed using equations 
very similar to those representing the simplest model presented 
in this paper. The results of this comparison between the com­
puted and measured temperatures are shown in Fig. 23 for the 
first flight. The relationship between the temperature of each 
thermistor and the average temperature of the gas and fabric de­
pends on the position of the thermistor in the balloon. The 
rough position of each thermistor during the flight is indicated on 
the sketch on the lower right of Fig. '23, in which the balloon is 
approximated by a sphere. The diameter of the balloon was 
about 20, 46, and 80 ft at ground, tropopause, and ceiling, respec­
tively. The lowest thermistor was buried in the loose fabric at 
ground level and became exposed to the helium only after the 
tropopause was reached. 

An examination of the experimental data shows that there was 
considerable temperature stratification in the helium, but the 
averaged gas temperature followed closely the prediction of the 
idealized model. The computed gas temperature initially fol­
lowed the upper thermistor, but just before reaching the tropo­
pause it approached more closely the temperature record of the 
middle thermistor. At float altitude, the thermistor in the center 
of the balloon agreed most closely with the average temperature 
prediction. After about an hour, the temperature of the top 
thermistor followed closely the temperature predicted for the 
fabric of the balloon. 

All five internal thermistors operated throughout the January, 
1908, flight, and the temperatures they measured are shown in Fig. 
24. Just after launch, thermistors 1 and 2 were cooled by ex­
pansion of the helium, but thermistors 3, 4, and 5 were still inside 
the fabric and measured a fabric temperature. Near tropopause, 
i.e., at 40,000 ft, thermistor 3 was exposed to the helium and its 
temperature dropped to —112 deg F. At 50,000 ft, thermistor 4 
and, at 60,000 ft, thermistor 5 cooled rapidly from 77 to —112 
deg F. 

Fig. 25 shows the relative temperature of fabric, air, and helium 
during the flight as well as the black-ball radiation temperature. 
Dingwell and Lucas [94] attempted to predict the temperature-
time history and compare it with the measured results. They 
found that to obtain reasonable agreement between the experi­
mental data and those predicted by analysis, they had to increase 
the coefficient of heat transfer for natural convection. But, so 
far, no suitable heat-transfer model from which appropriate cal­
culations could be made had been chosen. According to Dingwell 
and Lucas, conventional estimates of air and helium heat-transfer 
coefficients w^ere reasonably accurate during stable portions of the 
flight but were not appropriate during Minuet. 

P 1 Summary 
There are three general problem area- in which thermal design 

can improve balloon operation. The lirst involves rapid varia­
tions in internal energy which occur when clouds suddenly 
change the radiation incident on the balloon. This type of 
change in heat-transfer rate is usually -en-ed only after the altime­
ter registers a change, and it ir- compensated for by dropping bal­
last or valving gas in order to maintain altitude. If one could 
control altitude by reacting rapidly to a change in radiation, the 
loss <if ballast or gas could be reduced. The second type of 
thermal-design problem is concerned with changes in heat loss 
during a complete day and night period. More accurate predic­
tions of heat loss and gain, coupled with the Use of appropriate 
materials or surface coatings, could increase the payload or the 
float altitude for a given balloon system. The third kind of 
thermal-design problem arises in long-range planning for balloon 
flights over new routes such as those currently envisioned in the 
equatorial zone. 

In this lecture I have reviewed recent advances in heat-transfer 
experiments and theory pertinent to the heat-transfer processes 
which affect the calculations of balloon performance and the 
thermal design of their instrument packages. I hope that 
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Fig. 25 Ai r , sk in, and black-bai l temperatures measured dur ing flight; reference [94] 

lliis review will help lo improve the accuracy of the predictions of 
Ihe performance characteristics of balloons and eventually lead 
also to an understanding of certain factors which contribute to 
balloon failure, such as thermal stresses and flight instabilities 
caused by unexpected atmospheric conditions. 

On the basis of available evidence it appears that the basic 
method outlined in this lecture can, with some additional mea­
surements, be refined to the point where it can lie used with con­
fidence for the thermal design of high-altitude balloon and instru­
ment packages. The current rapid pace of research in heat trans­
fer, meteorology, and atmospheric physics insures that those 
areas where knowledge is insufficient will be studied and that the 
information needed for reliable thermal design will become avail­
able in the near future. Close cooperation between researcher 
and designer will be necessary, however, to interpret and relate 
the results of research so they will be accessible to the people de­
signing and operating scientific balloons. 

Fig. 26 Schematic diagram of experimental balloon instrument package; 
reference [97] 
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Laminarization of a Turbulent Boundary 
Layer in Nozzle Flow—Boundary 
Layer and leat Transfer measurements 
With Wall Cooling1 

Boundary layer and heat transfer measurements are presented for flow through a cooled, 
conical nozzle with a convergent and divergent half-angle of 10 deg for a wall-to-total-gas 
temperature ratio of about 0.5. A reduction in heat transfer below values typical of a 
turbulent boundary layer was found when values of the parameter K = (pLe/peu,-) (dujdx) 
exceeded about 2 to 3 X W'6. The boundary layer measurements, when viewed in 
conjunction with the heat transfer measurements, reveal the complicated nature of the 
fioiv and thermal behavior and their interrelationship when laminarization occurs. 

Introduction 

»_.*»%.,»--- BASIC information on turbulent flows that ex­
perience the kind of flow accelerations and thermal environment: 
found in practice—e.g., cooled rocket engine thrust chambers, 
heated channels of proposed nuclear rocket engines, and cooled 
turbine blades—is scarce. One of the important aspects of these 
flows is the convective heat transfer. A study of the structure 
of the boundary layer is vital in this regard because the heat 
transfer to a cooled surface or from a heated surface involves the 
transport of thermal energy across the boundary layer. Gen-

1 This work presents the results of one phase of research carried out 
in the Propulsion Research and Advanced Concepts Section of the 
Jet Propulsion Laboratory, California Institute of Technology, under 
Contract No. NAS 7-100, sponsored by the National Aeronautics and 
Space Administration. 

Contributed by the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference, Minneapolis, Minn., August 3-6, 
1960. Manuscript received bv the Heat Transfer Division, June 9, 
1969. Paper No. 69-HT-5G. 

orally, there is interest in relatively high Reynolds number flows, 
for which the boundary layer is usually assumed to be turbulent. 
However, although the boundary layer may be initially turbulent, 
previous investigations of heat transfer from heated air flowing 
through cooled axisymmetric nozzles have revealed an apparent 
reduction of turbulent transport of heat along the nozzles even 
though the throat Reynolds numbers based on diameter were as 
large as 4 X 106 to 2 X 106 [1-4|.'J This reduction in heat trans­
fer, also apparent in rocket engine tests [">] and observed by 
others [6-9], is believed to be associated with the effect of flow 
acceleration on turbulence. A reduction in heat transfer has 
also been observed in low-speed investigations with small tem­
perature differences and essentially constant properties [10, 11|. 
From the low-speed, essentially constant-property, boundary 
layer measurements of [11-1H] and the flow observations of [14|, 
a turbulent boundary layer was found to become laminar-like 
near the wall, presumably due to the loss of turbulent transport 
in the wall vicinity. This process, which has been referred to as 

- Numbers in brackets designate References at end of paper. 

-Nomenclatnre-

cf = friction coefficient, e,-'2 = T„. 
(pc«„2) 

cp = specific heat at constant pressure 

c = constant, equation (o) 

C = density-viscosity product ratio, 

PM/'(pe«,) 

I) = nozzle diameter 

/•' = frequency of sublayer growth 

/ ' = dimensiouless velocity, u/u. 

/„." = gradient, at wall 

q = dimensiouless enthalpy, H 'Hr = 

</,„ = wall-to-free-stream enthalpy ra­
tio, HJH„ = TJT, 

{/„,' = gradient at wall 

G = dimensiouless enthalpy differ­
ence, (<7 - Sf„,)/(1 - f/„.) = (T -

Tj/(rt - r„.) 

GJ 
h 

H 
K 

M 

P 
Pr 

= 
_ 

= 

= 
= 
= 

gradient at wall 
convective heat transfer 

ficient, II„./(Tall. — 7',,,) 
enthalpy 
laminarization parameter, 

Mach number 
pressure 
Prandtl number 

coef 

(Continued o» next page) 
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0.06 -J- 0.06 
CIRCUMFERENTIAL 
STEP (BOUNDARY 
LAYER TRIP) 

STAGNATION 
PRESSURE 
PROBE 10.184 

DIMENSIONS IN INCHES 

F:g. 1 System invait lgci tad 

laminarization, apparently ocean's when values of a parameter 
K = (ju,,/p,j(,2)((/?(f '(/.!•) exceed about 2 X 10~«. 

The purpose of this paper is to present boundary layer and 
heat transfer measurements along a cooled, conical nozzle with a 
10 deg half-angle of convergence and divergence. The nozzle is 
shown in Fig. 1 and will be referred to as the 10 10 (leg nozzle. 
Of particular interest is the detailed nature of the heat transfer 
and boundary layer measurements and their interrelationship 
when laminarization occurs. 

The mean structure of the boundary layer is obtained from 
pilot tube and thermocouple measurements. Heat transfer 
measurements were made by calorimet ry in circumferential cool­
ant passages having passage widths relatively small compared 
with the nozzle radius. Ambient a'r was compressed and heated 
to pressures of 200 psia and temperatures of 1500 deg Ii. at a re­
mote distance upstream of the nozzle. The ratio of the cooled 
wall temperature to total gas temperature, (7'„,/7\o), was about 
0.5. The gas side wall temperature was determined from the 

heat flux measurements and thermocouple measurements on I he 
coolant side wall. The How tit the nozzle entrance was deter­
mined by probe measurements near I he end of a cooled tube 8.7 
diameters long that preceded the nozzle. Conditions at the edge 
of the boundary layer along the nozzle were obtained from 
numerous wall static pressure measurements.1' Additional in­
formation is presented in (3, 15] on the (est apparatus and mea­
surement technique used in the author's investigations of flows 
through nozzles that were tested previously but were not instru­
mented with boundary layer probes. Previous boundary layer 
measurements at one location in the convergent section of conical 
nozzles with larger convergent half-angles of 30 deg and 60 deg 
were reported in |4, Hi]. Boundary layer measurements with 
unhealed air How through the nozzle shown in Fig. I appear in 
I17|. 

;J Willi .static pressure and heat transfer measurements shown 
j^raphicallv herein are given in tabular form in the au thors ' Je t Pro­
pulsion Laboratory Technical Keport 32-1455. 

•Nomenelature-

i\„, — wall heat flux 
/• = nozzle radius 

A' — gas constant 
(ii = recovery factor 
•S = How speed parameter, equation 

(13) 
St = Stanton number, Ii ;(p,u,r,,r) 
7' = temperature 

'/'„„. = adiabatic wall temperature, (it = 
Pr ' s = (Ta,r - 7'„)./(7,

(„ - T„) 
7' J = dimensionless temperature, equa­

tion (1) 
//, c = components of velocity parallel 

and normal to wall, respec­
tively 

II ; = dimensionless velocity, equation 

(1) 
uT = friction velocity, equation (J) 
x = distance along wall in flow direc­

tion 
H = distance normal to wall 

// ' = dimensionless normal distance, 
equation (I) 

//„ ' = Coles' sublayer thickness 
z = axial distance from nozzle inlet 
« = angle between wall and axis 
[3 = acceleration parameter, equation 

(12) 
\i,: = cooling parameter, equation (2) 
y = specific heat ratio 

S* = displacement thickness, <5* ( / 

8* cos a\ _ ("° ( pu 

(r ~ ij cos a)dii 
j" = similarity variable in physical 

plane, equation (16) 
>; = dimensionless coordinate normal 

to wall, equation (9) 

8 = momentum thickness, 

6 cos crA 

J o P<?>c 
l -

H = viscosity 
£ = coordinate in x-direction, equa­

tion (9) 
p = density 

T„. = wall shear stress 

') cos a 

2 

'T - T, ' 

= energy thickness, <f> ( r 

{"* pi 
1 

T, - T, 

(r — y cos a )'/.</ 

J O P--I(e 

(7 — a cos <x)du 

X — parameter, equation (3) 
co = viscosity-temperature exponent 

Subscripts 

c = condition at free-stream edge of 
boundary layer 

i = condition at nozzle inlet 
/ = stagnation condition 

Ih = throat condition 
0 = reservoir condition 
w = wall condition 

( ) = constant-property value 
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Probes and Measurements Table 1 Boundary layer thicknesses 

Velocity and temperature profiles across the boundary layer in 
the nozzle were determined by measurements of impact pressure 
and temperature. The pilot tube was ().()((,") in. high and 0.065 in. 
wide. The temperature probe consisted of an exposed thermo­
couple about 0.004 in. thick in the direction normal to the wall. 
The lead wires, embedded in Mgl) insulating material, extended 
through a tube that was 0.010 in. high and 0.027 in. wide at the 
tip. With the probes resting on the wall, the center of the open­
ing of the pitot tube was ().0()2."> in. from the wall, and the center 
of the thermocouple was 0.005 in. from the wall. These dis­
tances, very important in establishing the boundary layer profiles 
in t he wall vicinity, were determined by visual observation with a 
l>4-power telescope. 

The probes were moved normal to the wall by a micrometer 
lead screw. The wall location was determined by electrical eon-
tact and the probe location from the wall was determined with a 
helipot. The probes were motor-driven at speeds up to 0.25 in/ 
inin in the outer part of the boundary layer, but at slower speeds 
down to 0.05 in min near the wall. The pressure difference be­
tween the pitot tube and a wall static pressure tap was measured 
with a transducer. The output .signals of the transducer and 
thermocouple were plotted continuously versus distance from 
the wall. The length and diameter of the tubes connecting the 
pitot tube and wall pressure tap to the differential transducer were 
chosen to minimize the response of a simultaneous step pressure 
input at the probe tip and wall tap. At the traversing speeds 
iwed, no difference was observed between the readings obtained 
by traversing from the wall to the free .stream and then back 
again to the wall. 

Since the density varies across variable-property boundary 
layers because of temperature changes, measurement of the tem­
perature in addition to the impact pressure is required to obtain 
the velocity profile. Both velocity and temperature profiles are 
shown throughout the boundary layer, including the region be­
tween the pitot tube and the temperature probe locations, with 
both probes resting on the wall. In this narrow region of 0.0025 
in., the temperature profile was extrapolated toward the wall, 
guided by the known wall temperature and the known tempera­
ture gradient at the wall obtained from the measured wall heat 
flux. However, when this extrapolation was made, the tem­
perature readings with the probe resting on the wall and at dis­
tances to 2 mils from the wall were found to be low, apparently 
because of heat c mveetiou to the cooled wall from the thermo­
couple surface adjacent to the wall. Consequently, these tem­
peratures were adjusted to be consistent with extrapolation to the 
temperature gradient at the wall. Hrrors associated with this 
extrapolation are expected to be small, especially for the velocity 
profile, since the velocity depends on the square root of the den­
sity or temperature measurement. 

Such effects as t i l heat conduction along the thermocouple, 
wires, (2) radiation from the exposed thermocouple, and (3) the 
exposed thermocouple recovery temperature effect that can lead 
to errors in temperature measurement are expected to be insig­
nificant: The probe length parallel to the wall was 0.5 in., the 
ratio of the estimated radiative to convertive heal transfer coef­
ficient for the thermocouple was small, and the measurements 
were made in that portion of the nozzle where the flow speed was 
relatively low (M t < 0.2). 

Thicknesses were calculated from the profile measurements as 
indicated by the expressions in the Nomenclature. These thick­
nesses are tabulated in Table I. The accuracy of these thick­
nesses in the nozzle is probably no better than 10 to 20 percent 
because of the uncertainty in determining the edge of the bound­
ary layer. 

Results 
Local heat transfer coefficients are shown in Fig. 2 in a repre­

sentation that has been found to correlate heat transfer data for 
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turbulent boundary layers for which St a (peuJnll)~
l/i. (The 

subscript i refers to conditions at the nozzle inlet.) Flow condi­
tions were changed by varying the pressure. For higher pres­
sures (pt > 45 psia) and correspondingly higher mass fluxes and 
Reynolds numbers, the Stanton number dependence on Reynolds 
number is apparently typical of a turbulent boundary layer, as 
indicated by the merging of the higher Reynolds number results. 
However, at lower Reynolds numbers (i.e., lower pressures), a 
reduction in heat transfer occurs along the convergent section. 
This reduction amounts to as much as about 50 percent along the 
convergent section and is locally largest in the vicinity of the 
probe position shown. Farther downstream the reduction is less, 
but at the throat the magnitude of the reduction is about the 
same again as it was upstream. Unfortunately the flow was 
overexpanded at the lower pressures where the reduction in heat 
transfer occurred, and consequently only a small number of heat-
transfer data were obtainable in the divergent portion of the 
nozzle with the nozzle flowing full. Instead, shock-induced flow 
separation occurred in the divergent section of the nozzle, and, 
for clarity, heat transfer data are not shown in this region ([1S| 
contains heat transfer data obtained in the shock-induced flow 
separation region of a different nozzle). 

Because of the reduction in heat transfer along the convergent 
section of the nozzle, the heat transfer is less in the throat vicinity 
where the heat flux is highest. This desirable situation is shown 
in Fig. 3, where the reduction in heat transfer at the throat is 
shown by the local Stanton-Prandtl number group. Also shown 
in Fig. 3 are other data obtained in a nozzle with a steeper con­
vergent section (larger half-angle of convergence of 45 deg) but 
with the same inlet radius and throat radius and, therefore, with 
the same contraction area ratio. The significant influence of 
convergent half-angle on the Reynolds number, below which a 
reduction in heat transfer occurs, is apparent [2]. The new in­
formation provided by the 10-10 deg nozzle results is the effect 
of convergent section length on throat heat transfer when a re­
duction in heat transfer occurs. The laminar boundary layer 
predictions [19] shown in Fig. 3 for the different nozzles agree 
with the experimental trend of lower throat heat transfer with 
increasing convergent section length. These predictions, in 
which similarity solutions were used on a local basis to predict 
heat transfer, were initiated at the inlets of the nozzles, and for 
simplicity the isentropic core flow was assumed to be one-dimen­
sional. It should be mentioned that although the throat heat 
flux is less with a longer convergent section, the total heat transfer, 
e.g., up to the throat, is greater for a nozzle with a smaller con­
vergent half-angle but with the same contraction area ratio. 
This occurs primarily because of the larger heat transfer surface 
area. In comparison, a negligible effect of convergent section 
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Fig. 2 Var ia t ion of the Mach number, parameter K, and turbulent boundary layer heat transfer group a long the nozzle (Mach number d is t r ibut ion for 
nozzle f l o w i n g fu l l ) 

336 / AUGUST 1970 Transactions of the AS ME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10° - 10° NOZZLE 

45° - 15° NOZZLE 

LAMINAR BOUNDARY LAYER 
PREDICTIONS, BACK AND 
WITTE, REF. [ I 9 l 

_ 1 _ _I_ 

Fig. 3 
throats 

Var ia t ion of the Stanton-Prandtl number group at the nozzle 

length is indicated by the data in Fig. o at the higher Reynolds 
numbers where the boundary layer remained turbulent. 

Actually the heat transfer coefficient is a maximum at a loca­
tion upstream of the throat, as seen in Fig. 2. In fact,, the peak 
heat transfer coefficient is located upstream of where the mass 
flux is largest, and corresponds to a location where the JNIiich 
number is still only 0.0 for the lower Reynolds number results 
and 0.8 for the higher Reynolds number results. 

The variation of the parameter A", which has emerged from the 
few theoretical considerations and measurements mentioned in 
the Introduction as a parameter whose magnitude is indicative of 

the importance of acceleration on turbulence, is shown in Fig. 2 
at different pressures or Reynolds numbers. At a given operat­
ing condition, values of K are largest in the inlet region, diminish 
along the convergent section, and then increase as the gas is 
locally more rapidly accelerated in flowing from the conical sect ion 
and into the curved throat section. Values of K decrease, 
through the throat section and actually become negative (i.e., 
the flow decelerates) as the gas Hows into the conical divergent, 
section. This How deceleration, which was deduced from the 
measured wall static pressure rise just downstream of the tan-
gency between the curved throat and conical divergent sections, is 
believed to be associated with a compressive turning of the flow 
(o|. The test at M0 psia indicates that this pressure rise ap­
parently caused retransition from a partially laminar boundary 
layer to a turbulent layer similar to that observed in |3). Farther 
downstream, values of K increase again and subsequently di­
minish to lower values as the gas expands to higher supersonic 
velocities along the divergent section. The dip in A" at z = 14.9 
in. is associated with the incidence of the shock wave generated by 
the compressive turning of the flow downstream of the throat that 
is reflected off the ceuterline before arriving at the wall. 

Having observed the rather complicated variation of the 
parameter A" along the nozzle, it is of interest to determine 
whether there is a connection between A" and the reduction in 
heat transfer that is found. The magnitude of K depends on the 
operating condition. With decreasing pressure or Reynolds num­
ber, K increases, since, for choked nozzle flow, K <x 1 />, or 

A « 

Although there is a difficulty in selecting a particular value of A 
associated with the observed reduction in heat transfer, the re­
sults do indicate that a reduction occurs when values of A exceed 
about 2 to '•> X 10"". However, as also observed by others men-
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Fig, 4 Veloci ty and temperature profi les in the nozzle 
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tioued it; Uie Inlroduclion, the correspondence between larger 
values of K and a reduction in heat transfer is not direct, e.g., in 
the inlet region, A" is largest, but the reduction in heat transfer 
occurs farther downstream. This trend is also observable in the 
throat region downstream of where A' again increases locally. A 
delay between the thermal response and the parameter A" is evi­
dent, and this perhaps occurs because there is also a delay be­
tween the flow response and the parameter A". Increasing values 
of the parameter K.'ic.j/'l) apparently can inhibit the production 
of turbulence as indicated in [ l j , and this trend has been inferred 
from the observed decrease in the frequency of turbulent "burst­
ing" of fluid from the wall vicinity [l-l| in an accelerated How. 
For convenience, the parameter A is usually used rather than 
A :(cf/2) because the friction coefficient is generally not known. 
Consequently, from this argument the flow response would not be 
expected 10 coincide with the parameter A" because, if turbulence 
production were inhibited, a region of viscous dissipation of the 
residual turbulence would follow. However, another viewpoint 
can be offered as well and is discussed in the section Observations. 

Boundary layer measurements were obtained in the nozzle 
over the pressure range investigated at the probe position shown 
in Fig. 2, a location where the reduction in heat transfer at the 
lower Reynolds numbers is largest. 

Velocity and temperature profiles upstream of the nozzle are 
similar to those shown in [)!| and are not shown again. Both the 
velocity and temperature profiles could be described by ', 7 power 
curves typical of a turbulent boundary layer. Information ob­
tained from the upstream boundary layer traverses is contained 
in Table ), 

The effect of How acceleration on the velocity and temperature 
profiles in the nozzle is shown in Fig. 4 for the relatively low-
am! high-pressure tests. The velocity profiles become relatively 
flat in the outer part of the layer and lie above the '/T power re­
lation shown as a reference curve. However, the slope of the 
velocity profile at the wall is considerably reduced at the lower 
pressure, where a reduction in heat transfer was observed al­
though this is not that discernible in the scale of F'ig. 4. In fact, 
a laminar boundary layer velocity profile fits the measured profile 
quite well in the wall vicinity, as indicated. A discussion of the 
predicted velocity and temperature profiles for accelerated lami­
nar boundary layers with Avail cooling appears in the Appendix 
along with a description of how the friction coefficient is obtained, 
equation '17;. The temperature profiles are still in relatively 
good agreement with the '.'7 power relation in the outer part of 
the layer However, the slope of the temperature profile at the 
wall is reduced al the lower pressure and is similar to the .slope of 
the velocity profile. Note that the thickness of the thermal layer 
is considerable larger than that of the velocity boundary layer 

implied" by the ratio of energy to momentum thicknesses of 
about '•>. 

The combined effect of acceleration and cooling on the local 
mass flux profile across the boundary layer is shown in Fig. 5. 
The local mass flux can exceed the free-stream value, and for this 
situation the boundary layer displacement is not outward from 
the wall, but inward. Values of 5* are negative for the profiles 
shown. The observed values of the ratios 5*/6 and <f> 0 are in 
fair agreement with predictions from a turbulent boundary layer 
analysis 120) involving a solution of the integral form of the 
momentum and energy equations. For example, at the probe 
position for the 150-psia test (see Table 1), predicted values of 
b*/d and cf>/d are —0.5(1 and IS.O, respectively, but the predicted 
momentum thickness d is virtually the same as the experimental 
value. 

A more useful representation of the velocity and temperature 
profiles in the region near the wall, as well as in the outer part of 
the layer, is shown in Fig. (i in terms of « +, 7'+, and t/+ as defined 
bv 

T+ = 
T„. T 

p„.«Tc„„. 

Ui 

where the friction velocity uT •= (T,„,•p„,)'- -. 
At the higher pressure where the boundary layer apparently 

remained turbulent, the wall shear stress or friction coefficient 
was determined by using the predicted velocity profile of van 
Driest [21] or from Coles' transformation theory [22] as a guide. 
Father of these predictions was found to be in fair agreement with 
measurements in nonaccelerating, low-speed, turbulent boundary 
layers with wall cooling [23] where velocity and temperature 
profiles were found to lie above the constant-property proliles 
when viewed on a u+, T+, and u~'~ basis. The amount of de­
parture was found to be dependent on a parameter ft (-11 defined 
tu­

ft </V 

' A r r W ' r 

For cooling, when <•/„. < 0, then 13,. < 0. Although there is some 
curvature of the measured velocity profile near the wall, asso­
ciated with the effect of acceleration, a fair fit is still found to the 
predicted velocity profiles at the higher pressure. In the outer 
part of the velocity boundary layer at the higher pressure test 
shown in Fig. IS, the wake-like behavior [25] found upstream of 
the nozzle [2:>] has disappeared. Instead, the velocity profile is 
relatively flat and lies below the turbulent predictions. The 

338 / A U G U S T 1 9 7 0 

D ° L P D O p DO O D O 

LAMINAR 
0 = 2, g w = 0.5 

TEST 514 

O 514 20.7 

D 537 200.5 

. 0 ' * 

1500 

1510 

-0.020 

-0.0075 

e 
-0.51 

-0.25 

10 

y/B 

Fig, 5 Mass flux profiles across the boundary layer in the nozzle 

Transactions of the AS ME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(o) VELOCITY 
TEST P ( . p , i . T10.-R ^ _ i j _ J K ^ 

O 5 ' 4 20.7 1500 0.42 1740 2.1 x 10"3 6 .1 X 10"6 -0 .028 

0 537 200.5 1510 0.50 13,000 2.0 x 10" 3 0 .63 X 10"6 -0.024 

^0OCODO_^--_'C---
0 0 W " V D " D D . D £ D J > * -

VAN DRIEST, fic = -0.025 
PRANDTL MIXING LENGTH, Pr = 1 

COLES, f$c = -0 .025 

V O N KA'RMAN PROFILES, 

Pr = 0.7, w = I, y+ =430 

(b) TEMPERATURE 

LAMINAR 
0 - 2, 9 --. 0.5 

• COLES, 0 = -0.025 

VON KA'RMA'N PROFILES, 

• VON KARMAN, Pr = 0.7 "n \Y J ; ' \* I - + 

CONSTANT PROPERTIES 
P - 0 

Pr = 0 .7 , u <•- 1, y = 430 

-1 1 I I ' _L__J L_! L_ 

2 4 6 10 2 4 6 10 

Fig. 6 Velocity profiles in terms of u"1" and y"'r and temperature profiles in terms of T r and y^~ in the nozzlt 

temperature profile at the higher pressure is virtually identical to 
the profile found upstream of the nozzle [23]. In the outer part 
of the layer, the temperature profile is not flat like the velocity 
profile. 

At the lower pressure, where a reduction in heat transfer was 
found, the laminar-like appearance of both the velocity and tem­
perature profiles in the wall vicinity is evident in Fig. 6. In­
ference from the agreement between the laminar profiles and the 
measured velocity and temperature profiles suggests that turbu­
lent transport could not have been significant in the wall vicinity 
where the production of turbulence is largest for a normal turbu­
lent boundary layer. For example, at y+ ~ 30 in a normal turbu­
lent boundary la.yer, laminar transport is small compared with 
turbulent transport. However, both the velocity and tempera­
ture profiles indicate the influence of turbulent transport farther 
away from the wall. 

More information on the laminarization process and the rela­
tionship between the flow and thermal response was obtained by 
making boundary layer surveys at a number of other pressures in 
'he nozzle. These profiles are shown in Fig. 7. The friction 
coefficients were obtained for these intermediate tests by observ­
ing the slope of the measured velocity profiles in the wall vicinity 
and using the laminar and turbulent boundary layer predictions 
in the wall vicinity as bounding guidelines. Although such a 
method is not precise, it nevertheless yields reasonable estimates 
of the friction coefficient, a quantity very difficult to obtain 

directly in accelerated flows such as those investigated here. 
There is a significant difference between the velocity and tem­

perature profiles shown in Fig. 7, not only in shape, but also at a 
given pressure. The temperature profiles at pressures of 45 
psia and above collapse on one another, being in good agreement 
with the turbulent predictions from Coles' analysis. As was 
observed in Fig. 2, the heat transfer was apparently indicative of 
a turbulent boundary layer at these higher pressures. At the 
lower pressures, where the heat transfer was reduced, the thermal 
resistance was larger, and this effect is consistent, with the larger 
values of 7 , + indicated in Fig. 7. However, the velocity profile at 
45 psia (shaded points) lies nowhere near the turbulent profile; 
instead, it is nearly coincident with the laminar profile in the wall 
vicinity. In fact, only at the highest pressures is the measured 
velocity profile near the turbulent profile. 

One infers from the comparison in Fig. 7 that acceleration 
affects the velocity distribution at a given location in a How 
undergoing reverse transition more than it affects the tempera­
ture distribution. This apparent lag of the thermal response, 
compared with the flow response, implies that laminarization 
occurs at larger Reynolds numbers than those indicated by re­
ductions in heat transfer. An important consequence of this 
lag is that even though the heat transfer may appear to be typical 
of a turbulent boundary layer, the friction coefficient may lie re­
duced and hence the frictkmal drag may be less. 

The relationship between the friction coefficient and Stanton 
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number at, the probe position in the nozzle is shown in Fig. 8 over 
a range of pressures indicated above the points. The Stanton 
numbers appear to lie in the reverse transition region at pressures 
below 45 psia, but the friction coefficients lie in the reverse transi­
tion region a t higher pressures i up to about 150 psia). Of note are 
the relatively large momentum thickness Reynolds numbers (up to 
about 8000) associated wit.li the reverse transition process. 
Aside from the overlapping region where the heat transfer is ap­
parently typical of a turbulent boundary layer while the friction 
coefficient is typical of a laminarized layer, values of St/(cy/2) 
are less than unity. For the lower-pressure test at. 20 psia, the 
predicted value of S t / (c / /2 ) = 0.56 for a laminar boundary layer 
(Table 2) agrees fairly well with the experimentally deduced 
value of 0.63. This correspondence implies that the predicted 
Stanton number, equation (18), consistent with the estimate of 
the friction coefficient from the laminar profiles, is in fair agree­
ment with the measured value. This relationship is also borne 
out by the agreement between the predicted laminar and mea­
sured temperature profiles in the wall vicinity, shown in Fig. 6 at 
the lower pressure. 

Fig. 8 also indicates that a form of Reynolds analogy, e.g., von 

Karman or Colbuni, would predict values of Sl / (c , /2) that are 
too high in accelerated turbulent boundary layers that remain 
turbulent. Instead, values of S t / ( r / / 2 ) appeal- to be less than 
unity (about 0.7) for the flow under consideration. One of the 
alternative prediction methods of [20) indicates the same trend. 
In this method the von Karman relation is used; however, the 
friction coefficient is not taken to be the actual friction coef­
ficient, but. instead the friction coefficient evaluated at the 
energy thickness Reynolds number (n = 0 in their nomenclature). 
Since predicted values of the energy thickness exceed the mo­
mentum thickness, the predicted fictitious friction coefficients are 
smaller, and the predicted Stanton number is less than the actual 
friction coefficient. Although this modification of the von 
Karman relation is certainly a different interpretation than that 
intended in the original derivation by von Karma-n, the predic­
tion nevertheless is in good agreement with the experimental data 
at the higher Reynolds number, as indicated in Fig. 9. In this 
regard, a more direct relationship between the Stanton number 
and energy thickness Reynolds number obtained in an analogous 
manlier (but using the Colburn equation and the Blasius friction 
relation [26]), 
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would agree about as well with the data as the modified von 
Karm&n relation if A is taken to be O.Olo, a value slightly higher 
than the Blasius value of 0.0128. 

F of sublayer growth before disintegrating decreases in an ac­
celerating flow, as shown in Fig. 10. The parameter on which 
the frequency of sublayer growth depends is 

<lu. 

X = 
8 

07T 

M'< 

pUr4 
(3) 

where u,+ is the nondimensional velocity at the edge of the sub­
layer «,/«,., and c = (8/o7r)[I + (4/371")). 

The trend of the prediction is in agreement with observations 
on the decrease in the frequency of turbulent "bursting" of fluid 
from the wall vicinity in an accelerated flow [14]. Unfortu­
nately, a direct comparison is not possible, since the results in 
[14] were shown in terms of the parameter K. If the interpo­
lated curve is used, complete cessation of sublayer growth is pre­
dicted where the value of the parameter K >(cf/2)'''-is 

K Xc 0.7o 

1.2 Kb").(i) 
= 0.040 (4) 

This relation was obtained using a value of the sublayer velocity 
«.,+ = 15.6, found by Einstein and Li [20] to give good agree­
ment with measured mean velocity profiles in turbulent boundary 
layers with constant free-stream velocity, although a somewhat 
larger value of ua

+, perhaps up to about 20, would be needed to 
provide agreement between predicted and measured velocity 
profiles in low-speed, constant-property, accelerated turbulent 
boundary layers when laminarization occurs. This critical value 
of the parameter IC/(c //2)'' / '2 is in good agreement with the ob­
served occurrence of laminarization as indicated in the table in 
Fig. 7. The critical value given by equation (4) is also consistent 
with observations of the value of the parameter K at which 
laminarization occurs. For example, for the results presented 
here, a typical value of the friction coefficient cf/2 is 2 X 10~3 

(Fig. 8), and, from equation (4), the critical value of K is 

K ; 0.040(2 X 10- 3 ) 3 / l = 3.6 X 10" 

This value would be somewhat less if a larger value of u3
+ were 

used. 
Both the parameter K/(cf/2), mentioned previously, and the 

Observations 

Observations have indicated the important role of the wall in 
the production of turbulence. Experimental studies of turbulent 
boundary layers [27, 28] indicate the rather violent nature of the 
fluid in the wall vicinity, which interacts strongly with the fluid 
in the outer part of the layer and undergoes sudden oscillation, 
bursting, and ejection processes. Earlier models [29, 30] on the 
generation of turbulence near the wall have depicted a periodic 
growth of the sublayer, which then becomes unstable and turns 
into turbulence itself. This model provides insight to the nature 
of the flow near the wall, and the predicted mean velocity dis­
tribution in the sublayer is in good agreement with measure­
ments. The basic idea of an instability in the sublayer flow has 
been later pursued in [31]. 

From the observations on laminarization, the mechanism by 
which turbulence is produced in the wall vicinity is apparently 
suppressed in accelerating flows. Consequently, there is merit 
in extending the ideas set forth in [29, 30] to variable free-stream 
velocity flows. Such an investigation, currently in progress, is 
an extension of a prior analysis carried out by Back [32]. The 
significant feature of the analysis is that the predicted frequency 
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parameter K/(cf/2)3'/'- are related to the effect of acceleration on 
turbulence. The two parameters arise because of different con­
siderations. At this point there does not appear to be a strong 
basis for choosing one or the other or, for that matter, another 
parameter [13] as the parameter descriptive of the occurrence of 
laminarization. As mentioned previously, the parameter K is 
usually quoted because in many investigations the friction coef­
ficient is not measured. However, it is interesting that the pre­
dicted magnitude of the parameter Kf(cf/2)*>/2, arising from the 
sublayer growth model, is in reasonable agreement with observa­
tions of laminarization. 

One can also infer a time lag between the flow response and 
values of the parameter K inherent in the sublayer growth model. 
Since the fluid flows downstream during the period of sublayer 
growth, the actual condition along the surface is related to up­
stream conditions. For nozzle flow in particular, the fluid is 
subjected to larger values of K upstream than at the location of 
interest (Fig. 2). 

Summary and Conclusions 
Heat transfer measurements along the convergent section of a 

cooled, conical nozzle were found to be below those typical of a 
turbulent boundary layer when values of the parameter K = 
(njp,ue

2)(du,/dx) exceeded about 2 to 3 X 10~6. The reduction 
in heat transfer amounted to about 50 percent at the larger values 
of K or lower Reynolds numbers. The ratio of the cooled wall 
temperature to total gas temperature was about 0.5. Boundary 
layer measurements indicated the drastic change in the velocity 
and temperature profiles in the wall vicinity at the larger values 
of K: The profiles became laminar-like near the wall. From 
the observations on laminarization, the mechanism by which 
turbulence is produced in the wall vicinity is apparently sup­
pressed in accelerating flows, and this view is consistent with 
observations on the important role of the wall in the production 
of turbulence. 

At intermediate values of K, a different: trend was found. Al­
though the velocity profile still became laminar-like near the 
wall, the temperature profile, like the heat transfer, was typical 
of a turbulent boundary la3rer. An important consequence of 
this apparent thermal lag is that laminarization can occur at 
higher Reynolds numbers than those indicated by reductions in 
heat transfer. The friction coefficient can be reduced similarly 
to that found at the larger values of K, even though the heat 
transfer was relatively unaffected. Hence the frictional drag 
would be less. 

The values of K at which laminarization was found to occur 
were in reasonable agreement with those predicted by considering 
the effect of acceleration on the periodic growth and decay of the 
sublayer, a model previously proposed for the production of 
turbulence near a wall in a nonaccelerating flow 

Other findings were as follows: 

1 Values of the ratio of S t / (c / /2 ) for a laminarized layer and 
a turbulent boundary layer were found to be less than unity in 
the accelerated flow investigated. 

2 The effect of increasing the convergent section length was 
found to reduce the throat heat transfer when laminarization 
occurred, but hardly to affect the results when the boundary 
layer remained turbulent. 

3 The combined effect of acceleration and cooling was to 
cause the displacement thickness to become negative and the 
energy thickness to exceed the momentum thickness. 

A P P E N D I X 

Laminar Boundary Layer With Acceleration and 
Cooling 

The laminar boundary layer equations for flow of a perfect gas 
over a surface are as follows when (1) both the velocity and ther­
mal layer thicknesses are small compared with either the body 
radius r for an external flow or the channel radius for an internal 
flow and (2) the effect of longitudinal curvature of the surface is 
small: 

Continuity: 

d d 
— (pur') + r> — (pv) = 0 
dx dy ''«) 

Momentum: 

du bu dp d / du 
P" r- + pv — = - T + r f r dx ay ax dy \ dy 

Energy: 

Mr, dH, a 
pu h p« = — 

dx dy dy 
,Pr dy ^ \ Pv/ dy \ 2 

(S) 

The equations apply to axisymmetric flow wi th j — 1 and to flow 
over a plane surface with j = 0. 

Application of the combined Levy-Mangier transformation 

( 2 ?) / ; Jo P> Jo 
prptu/-'dx CO) 

and the introduction of the stream function to satisfy the con­
tinuity equation give the following transformed momentum and 
energy equations: 

(Cf"Y + ff" + P[g - (J')2] = o 

Pr g'l +fg' + s •2C 1 
Pi /'/" 

(10) 

= 0 (11) 

In these equations the velocity component u in the flow direction 
x is normalized to its variable free-stream value, i.e., u u, = / ' , 
and the total enthalpy H, is normalized to its uniform free-stream 
value, i.e., H,/Hto = </. Implied in these equations is that both 
/ ' and g depend on the transformed coordinate ?j, not £, and this 
dependence is the similarity assumption. The primes denote 
differentiation with respect to -q. The other terms that appear 
in equations (10) and (11) are the dimensionless density viscosity 
product C — (pp)/(pepe) and the acceleration parameter /3 which 
can be written either in terms of the variation of free-stream 
velocity or Mach number M e for a perfect gas (p = pRT) with 
a constant specific heat (H = cpT) as 

0 1\ 
where /3 

u, dt 
(12) 

The flow speed parameter S, the ratio of kinetic energy to total 
enthalpy in the free stream, is 

S = 
7 1 M; 

2tf« 

' ( 
y - 1 

1 + l—~ Me
2 

7 = const (13) 

Acknowledgment 
The authors express their gratitude to J. J. Godley for opera­

tion of the system and data acquisition; to P. Breckheimer, who 
carried out the numerical solutions of the laminar boundary layer 
equations on an IBM 7094 computer; and to others for their con­
tribution to the investigation. 

The form of equations (10) and (11) considered herein pertains 
to a low-speed flow S -*• 0 of a gas with viscosity-temperature re­
lation p a T" and a constant Prandtl number and are given as 
follows 

(Cf"Y + ff" + j3[C?(l - gw) + gw - (f)''} = 0 

(CG'Y + (Pr)fG' = 0 

(14) 

• ] • " > ) 
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vhere where 

C = 
G(\ - gm) + gwJ 

for convenience, g has been replaced by G = (g — ff„,)/(l — 9,„), 
so that, the boundary conditions for flow over an impervious sur­
face at a specified temperature or enthalpy gm = (Hw/He) = 
iTu,/Te) are as follows: 

1 At the wall, r] = 0: /(()) = 0, / ' (0) = 0, and <?(0) = 0. 
2 Asymptotic condition in free-stream as -q -* co ; f'(rj) -*• 1 

and <?(i7)-»- f. 

The parameters in equations (14) and (lo) are fl, gm Pr, and w. 
Solutions of the coupled, nonlinear equations (14) and (15) 

were obtained on a digital computer for values of Pr = 0.7, u> = 
0.7 (a good approximation of the actual variation of viscosity 
with temperature for air over the temperature range of interest), 
and two values of (3 and gu!. The solution method i.s discussed in 
j.'So], and some predicted values that were obtained are shown in 
Table 2. The predicted velocity and temperature profiles are 
shown in Fig. 11. The effect, of acceleration and cooling is to 
steepen the profiles near the wall and to increase their curvature. 
Since the actual effect of cooling on the profiles in the physical 
plane is opposite to that in the transformed plane, the profiles are 
shown in terms of the coordinate f, related to the physical plane. 
This coordinate was obtained by inverting the transformation 
relation, equation (9), and is 

i = 
y / p ,"^ ' 

x \ ne J 0 
dri = 2,</-

X [G(l - </,„) + gjdv (10) 
J o 

Toble 2 Effect of acceleration and cooling on a low-speed variable-
property laminar boundary layer flow over an isothermal wa l l , Pr = 0 .7 , 
a = 0.7 
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0.99 

G' 

0. 35220 

0.41331 

0.41905 

0.52194 

f" 

0.40053 

0.46861 

1. 0663 

1.6753 

6* 

e 

1. 165 

2.56 

0. 350 

0. 210 

i 
e 

I. 248 

1. 254 

2. 077 

3. 204 

Sl/(cf/2) 

1. 256 

1. 260 

0. 561 

0. 445 

£ 
PeM<,»,» ' 

r 
I P»MC»/-J 

Jo 
P<£V</2' 

The predicted velocity profile/ ' for /3 = 2 and gw = 1 2 was 
fitted to the measured velocity profile near the wall when laminari-
zntion occurred, as shown in Figs. 4 and 6. The fit specifies f 
in terms of the experimental value of y/8, and the friction co­
efficient is then determined from the slope of the exact solution 
/„," at the wall and the measured value of (peuj)')/fie frorii the re­
lationship 

P««e- peuc' 
< „ x - > , | 

1 

dy/d. 

/„" 
(2)'/' (p.ufi 

Me . 

d-l 
dy/d 

(17) 

ft should be noted that the selection of a laminar profile for ft = 2, 
in particular, rather than another value of J3 is not necessarily 
arbitrary, since once f is determined in terms of y/0, (3 is speci­
fied: 

\du 

A back calculation for the test, shown in Figs. 4 and 0 yields a 
value of (3 = 1.97, a value differing slightly from (3 = 2. 

In an analogous manner, the Stanton number is also specified 
by this fit in terms of the slope of the exact solution GJ at the 
wall: 

St 
t G,„ 

(He - //„.) peue (2)' 

Me 

dt \ I 
dy/d) Pr 

(18) 

Other quantities associated with the calculation of the velocity 
and temperature profiles as they are shown in Figs. 6 and 7 are 
as follows: 
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An Analytical Investigation of Free 
Convection Heat Transfer to 
Supercritical Water 
Heat transfer to supercritical water (at 3400 psia in the pseudocritical region) by stable 
laminar free convection front an isothermal, vertical flat plate was analytically investi­
gated. The actual variations wl^1 temperature of all or some of the thermophysical 
properties of supercritical water were taken into consideration. Fair agreement was 
found between the analytical values of this paper and existing experimental data. 

Introduction 

! HE GROWING trend toward modern power systems 
operating in the supercritical region of water necessitates the 
accurate analytical prediction of heat transfer coefficients. The 
marked variations in the thennophysical properties of water in 
the supercritical region not only complicate the analysis of heat 
transfer but also indicate that high rates of free convection heat 
transfer may be anticipated. Experimental investigations in 
this region confirmed the anticipated high rates of heat transfer 
11,2,3, 4].» 

Fritsch and Grosh [5] found that the constant property analy­
sis of Ostrach [6] yielded values which were in poor agreement 
with the experimental results of heat transfer in the supercritical 
region of water [8]. They therefore conducted an analytical in-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for presentation at the 

Winter Annual Meeting, New York, N. Y., November 29-Decem-
ber.3, 1970, of T H E AMERICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received at ASME Headquarters. March 9. 1970. Paper 
No. 70-WA/HT-6. 

vestigation in which variations of the thermodynamic properties 
with temperature were taken into account and with the variations 
in the transport, properties neglected (partial variable property 
analysis). The results from their partial variable property 
analysis were about 20 percent lower i ban the available experi­
mental results. 

Fritsch and Grosh concluded that better agreement would have 
been obtained if account were taken of the variations with tem­
perature of the transport properties as well as the thermody­
namic properties. The purpose of this paper, therefore, was to 
extend their analytical investigations by considering the varia­
tions with temperature of the transport properties as well as the 
thermodynamic properties (i.e., the general variable property 
case). Also investigated were the cases where some of the prop­
erty values were assumed to lie constant. More specifically, the 
following three different cases were investigated in this paper: 

Case 1. Compressible How with variable constant, pressure 
specific heat, variable thermal conductivity, and variable dy­
namic viscosity, i.e., the general variable property case. 

Case 2. Compressible flow with variable constant pressure 

•Nomenclature-

(7 = (\ for case 1 and C-> for cases 2 
and o 

(.'i, ('» = dimensional constant defined in 
Table 1 

C,, = constant pressure specific heat 
/'' = dimensionless velocity related 

similarity variable 
l<\ = body force in the x direction 

g — acceleration due to gravity 
(7 = dimensionless temperature vari­

able defined in Table 1 
hx = local heat transfer coefficient 
k = thermal conductivity 
p = pressure 

qx" = local heat flux 
T = temperature 

AT = tempera! ure difference, Tw-'l'a 

n = velocity component in the .r di­
rection 

o = velocity component in the // di­
rection 

x — coordinate along the plate 

;/ = coordinate perpendicular to the 
plate 

fi = volumetric coefficient of expan­
sion 

/3 = 13 AT 

5 = boundary layer thickness 
7 = density variation at constant w = value at wall 

x = local value 
°3 = value at ambient (bulk fluid) 

y = y(ATf 
n = similarity coordinate defined in 

Table 1 

fj. = dynamic viscosity 

p = density 

ip = stream function 

Subscripts 

m = mean value 
p = at constant pressure 
r = reference 

I d2p 
pressure, 1 p d7'2 
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VERTICAL FLAT PLATE 

BOUNDARY LAYER 

VELOCITY DISTRIBUTION 

TEMPERATURE 
DISTRIBUTION 

Fig. 1 Physical mode) and coordinate system 

specific hea t , cons tan t t h e r m a l c o n d u c t i v i t y , and c o n s t a n t d y ­

n a m i c v icos i ty , i.e., t h e pa r t i a l va r i ab l e p r o p e r t y case. 

Case 3. Var iable constant pressure specific heat and dens i ty 

va r i a t ions considered only in t h e eva lua t ion of t h e b u o y a n c y force, 

i.e., t h e simplified p a r t i a l v a r i a b l e p r o p e r t y ease. 

Case 1 is t h e m o s t complex, whereas case 3 is t h e s imples t of t h e 

previous ly men t ioned analyses . P r io r lo t h e research of th is 

p a p e r no in format ion exis ted for cases I or 3 in t h e superc r i t i ca l 

region of wa t e r . I t should be men t ioned tha t F r i t s c h and G r o s h 

[5] ob t a ined so lu t ions for case 2 by cons ider ing m e a n t e m p e r a ­

tu r e as the reference t e m p e r a t u r e to e v a l u a t e t h e t r a n s p o r t p r o p ­

ert ies . In th i s pape r so lu t ions for cases 2 a n d 3 were o b t a i n e d for 

t h r e e reference t e m p e r a t u r e s , i.e., wall t e m p e r a t u r e , m e a n t e m ­

p e r a t u r e , and a m b i e n t t e m p e r a t u r e . 

I n all the cases supercr i t ica l w a t e r a t 3400 psia was considered, 

and the ranges of va r i ab les inves t iga t ed were : 

Ambien t t e m p e r a t u r e , 7 7 = 714 deg F , 2 715 deg F 

T e m p e r a t u r e difference, AT = '/',„ — 7 7 = 0.5 deg F - 2 4 deg 

F . 

Physical Model and Fundamental Equations 
A semiinfini te ver t ica l flat p l a t e as shown in F ig . 1 was chosen 

as t h e phys ica l mode l . T h e p l a t e was a s sumed to be i s o the rm a l 

and s i t ua t ed in an u n b o u n d e d doma in . S t e a d y , t w o - d i m e n ­

sional, s t ab le l a m i n a r b o u n d a r y layer flow condi t ions were 

assumed . 

After the usua l b o u n d a r y layer a p p r o x i m a t i o n s , t h e funda­

m e n t a l e q u a t i o n s of conserva t ion of mass, m o m e n t u m , a n d ene rgy 

m a y be wr i t t en in the following fo rm: 

d d 
- - (pu) + — (pv) = 0 
d.r dy 

du du 
pu — + pv — 

dy dx 

wi th t h e b o u n d a r y cond i t ions : 

„ = v = 0, T = T,„ 

it = 0, T = 7 7 , 

dp ri a / du\ 
~ + / ' ' , + - M — I 
ox dy \ O ; / / 

dT d 

O!/ 

i>T 

oy 

U = 0 

(1) 

(2) 

(3) 

(4) 

dp 
T h e body force Fx and the pressure g rad i en t ' : in e q u a t i o n (2) 

dx 
were replaced by g(p„ — p) . 

Thermophysical Properties of Supercritical Water 
at 3400 psia 

T h e va lues for t h e t h e r m o p h y s i c a l p rope r t i e s used in th i s re-

- This tempera ture corresponds to the pseudocritical point a t which 
both ,tf and Cj.are maximum. 

search are p resen ted in F ig . 2. T h e specific vo lume d a t a used 

was based essent ia l ly on t h e d a t a given b y N o w a k [7] . T h i s 

d a t a was fur ther in t e rpo la ted numer ica l ly a n d g raph ica l ly a t 

0.125 deg F in te rva l s [9] . Values for t h e coefficient of vo lume 

expans ion ji and t h e dens i ty va r i a t ion y were ob t a ined b y g raph i ­

cal and numer ica l different iat ion of t h e previous ly men t ioned 

specific v o l u m e d a t a . 

For va lues of C B g rea te r t h a n 10 t h e empir ica l corre la t ion 

Cp = (8774.81 + 1 (5) 

given by N o w a k [8] was uti l ized, whereas for va lues of C p less 

t h a n 10, t h e e n t h a l p y d a t a given in [10| were uti l ized. T h e t r a n s ­

por t p roper t i es (k and p.) were c o m p u t e d by ut i l iz ing t h e formula­

t ions given in [11J and [12 | . T h e reader will find fu r the r deta i ls 

of all t h e t abu l a t i ons and corre la t ions of t h e p r o p e r t y va lues in 

[9] . 

Reduction of Equations and Numerical Solutions 
E q u a t i o n s (1), (2) , and (3) descr ib ing free convec t ion hea t 

t ransfer a re a set of nonl inear , s i m u l t a n e o u s pa r t i a l differential 

e q u a t i o n s w i th va r i ab le coefficients. I n each ease, by defining 

a p rope r s t r e a m funct ion , t h e conserva t ion of mass e q u a t i o n was 

e l imina ted . T h e s imi la r i ty va r i ab le t r ans fo rma t ions , a long wi th 

t h e s imi la r i ty va r i ab les l isted in T a b l e 1, were used to reduce 

e q u a t i o n s (2) and (3) to o r d i n a r y nonl inear differential e q u a t i o n s . 

At a n y given pressure the p r o p e r t y va lues were a s sumed to be 

t e m p e r a t u r e - d e p e n d e n t only . S u b s t i t u t i n g t h e va r i ab les l isted 

in T a b l e I in to e q u a t i o n s (2) and (3), the following pa i r s of re­

duced differential e q u a t i o n s for the t h r e e cases were o b t a i n e d : 

Case 1 General variable property analysis 

— / ' " ' ' + F" oF + — (% AT + 2p.fi 
Moo \dl 

+ F' 30G'F - 2F' + — p[G"-(2|32 - f ) + j3G"] 

+ * « * . p(p^ — p) 
+ -•-— — = 0 (0)* 

P«(Pc= - Pu) 

kG" + G' 
dk 

•ACMJ-' + ~ ATG' 
5 7 

= 0 (7) 

Case 2 Partial variable property analysis 

T h e reduced e q u a t i o n s of th i s case are iden t ica l to those of 

F r i t s ch a n d G r o s h [5 ] : 

/<"' ' + '6FF" - 'IF'* + /3G'(3/<7<" + 27'" ') 

- F'G"-(y - 2(3*) + $~F'G" + I ^ J l l L = (, ( S ) 

PJp*> - p„.) 

3p 
G" + J C„FG' = 0 

Case .7 Simplified partial variable properly analysis 

p(pa- — p) 
F" ' + 'IFF" - 2/<"2 + - — : — = 0 

P„(P* - PH) 

OP. 
G" + j C,J<V> 

W) 

(10) 

( I D 

T h e b o u n d a r y cond i t ions for all the cases in t e r m s of new 

var i ab les were : 

3 The primes in equations ((>)-( 13) represent differentiation with 
respect to >). 

1 The thermal conduct ivi ty and the dynamic viscosity were 
evaluated at the reference temperature . 
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Fig. 2 Thermophysical properties of water at 3 4 0 0 psia 

F = F' = 0, G = 1 

/," = o, G = 0 

at 17 = 0 

V = 

using the classical fourth-order Runge-Kutta method. The un-
(12) known initial values F"(0) and <?'(0) required to start the inte­

gration were estimated and improved continuously to satisfy the 
conditions for F' and G at the second boundary (which varied up 
to 7) equal to 10 in some cases) within lO"6. The description and 
results of numerical solutions are given in [9]. 

In Figs. 3 and 4 some of the plots of F' and 0 obtained by 
numerical integration are presented. I t should be noted that F' 

is a measure of it, the tangential component of velocity along the 
For a given ambient temperature and plate temperature, the plate, whereas G is a measure of the temperature distribution in 

sets of differential equations were integrated on a computer by the boundary layer next to the plate. 

The local heat flux qx" and the local heat transfer coefficient ht 

were computed as'. 
qT" = -l-ATCG'(Q)x-l/< 

(13) 
hx = q/'/AT = -kCG'(0)x-1A 
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C a s e S t r e a m 
F u n c t i o n i)> 

S i m i l a r i t y 
V a r i a b l e n 

New D e p e n d e n t V a r i a b l e s 
F ( n ) , G ( n ) 

P 3 J/ 

P 3 * 

p 3a; 

3y 

3jji 
3a; 

C1y/x 

where 

1/4 

- { _ j 

4\i 

Cgy/x 

w h e r e 

1/4 

{g(p„-pw>p<» ] 1 / 4 

4\l . 

» Poo 

7 5 / ^n C, 

T - r. 

Table 1 Stream functions and similarity variables 

Discussion of Results 
A total of 182 solutions were obtained including the separate 

solutions obtained for different reference temperatures in cases 2 
and 3. Values for the local heat flux, qx", and the local heat 
transfer coefficient, hx, for a location % = 1 ft are presented in 
Figs. 5-8 for ambient temperatures of 714 and 715 deg F. 

I t is evident that the general variable property analysis is an 
improvement over the partial variable property analysis when 
the mean temperature was used as a reference temperature. 
However, complete agreement between the results of the general 
variable property analysis and existing experimental heat transfer 
data was not obtained. The lack of complete agreement may, in 
part, be attributed to the fact that the Fritsch and (Irosh experi­
mental heat transfer data was obtained from a surface more 
closely resembling constant heat Mux conditions than one at a 
uniform temperature. A constant heat flux surface gives higher 
heat fluxes and heat transfer coefficients than those from a cor­
responding isothermal heat transfer surface. 

1 1 
• 

aT'ZO 

J§ 
W 

v-

\ \ \ W 

^ 

^ 

Ilk 
p 
X 

1 

k 
Hi 
^ 

^ 

I 

s*. 

CASE 2 

r „ - 7i4.0°F 

<V • Tr 

^ 

n 

=*-—„ ——» 

The lack of complete agreement between the general variable 
property case and the existing experimental data might also be 
attributable to (o) errors in the thermophysical properties and to 
(b) the fact that viscous dissipation which was neglected in the 
analysis may be significant in the supercritical region. 

It is evident, from Figs. 5-8, that the heat transfer results of 
cases 2 and 3 are significantly influenced by the choice of ref­
erence temperature. The analytical results are highest, in value 
when the transport properties are evaluated at. the ambient fluid 
temperature, whereas they are the lowest when evaluated at the 
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Fig. 3 Dimensionless velocity distribution, F' 
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wall temperature. The authors consider the excellent agreement 
between the experimental data and the results from cases 2 and 3 
as being fortuitous when using ambient temperature as the 
reference temperature due to the fact that they are simplifica­
tions and are not as comprehensive as case 1. 
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The heat transfer results of ca.se 2 of the present study for T, 
equal to Tm are found to be lower than the analytical results of 
Fritsch and Grosh [.">]. This is due to the use of somewhat dif­
ferent thermophysical property values and particularly to the 
fact that the thermal conductivity values used in this paper were 
approximately 8 percent lower than the thermal conductivity 
values used by Fritsch and Grosh. 

The results from the simplified partial variable property 
analysis, case 3, are almost identical to the partial variable 
property analysis, case 2. Not only is case 3 simpler in anal-
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ysis than case 2, but also the errors introduced in the com­
putation of the first and second derivatives of density ((3 and 7 ) 
are eliminated. It is apparent from the results of cases 2 and 3 
and the constant property analysis that the influence of the 
density variations with temperature is extremely small in com­
parison to that of the variations with temperature of the constant 
pressure specific heat. 

The present analytical results confirm the trends found ex­
perimentally [3]. It is evident that local heat transfer coefficients 
reach a maximum corresponding to temperature differences of ap­
proximately 4 deg F. I t would also appear that the heat transfer 
coefficient approaches zero as AT approaches zero. 

Conclusions and Recommendations 
The analytical heal transfer results obtained from the general 

variable property-type analysis of this paper were found to be 
lower than existing experimental data of free convection heat 
transfer in the supercritical region. The reasons for this lack of 
complete agreement are («) deficiencies in the existing experi­
mental heat transfer data, (6) errors in the thermophysical proper­
ties of water in the supercritical region, and (c) viscous dissipation 
which was neglected in the present analysis but may be signifi­
cant in the supercritical region. 

In view of the foregoing, it is recommended that new experi­
mental data be obtained for free convection heat transfer in the 
supercritical region of water. Moreover, the general variable 
property analysis should be extended by considering viscous 
dissipation. In view of the marked effect caused by the choice of 
reference temperatures when evaluating thermophysical proper­
ties, the effect of uncertainties in the thermophysical properties on 
heat transfer should be systematically evaluated. 
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The Effects of GraYity anil Surface Tension 
Gradients on Cellular Convection in Fluid 
Layers With Parabolic Temperature Profiles 
The effects of surface tension and buoyancy on the convection stability of fluid layers 
with a mean parabolic temperature distribution is examined. A variety of free-surface, 
thermal boundary conditions are used. Quantitative values for the effect on the critical 
Rayleigh number of the free-surface boundary condition, fluid depth, and physical 
properties are given. The role of the mean temperature profile is also discussed. The 
results should be of value in judging experiments where a free surface is used to enhance 
the flow visualisation. The numerical procedure used to find the eigenvalues was ef­
fective and easily altered to obtain results for similar stability problems. 

k 
Introduction 

NUMBER of convection experiments with thin 
fluid layers possessing a free surface have been performed. 
The layers were warmer at the lower, solid boundary, and pre­
viously it was thought that the convection cells were due to 
buoyancy effects caused by the vertical temperature gradient. 
The analysis of Pearson [1]' showed that cells induced by surface-
tension gradients can occur in the absence of gravity. I t was sug­
gested that surface tension, and not buoyancy, was the mecha­
nism inducing convection in many of the experiments that had 
been conducted. Scriven and Sternliug [2] extended Pearson's 
work by including the effects of surface viscosity and surface 
displacement. These authors were able to show that in surface-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with­

out presentation) in the JOURNAL OF HEAT TRANSFER. Original 
manuscript received by Heat Transfer Division, January 19, 1970. 
Paper No. 70-HT-K. 

tension-driven convection there is upflow beneath depressions in 
the free surface. This fact cast additional doubt upon the con­
clusions for the cause of instability in some of the previously per­
formed experiments. To date, all of the analyses dealing with 
surface tension have concentrated upon fluid layers with the 
constant temperature gradient associated with the conduction 
state. 

I t is the purpose of this study to determine quantitatively the 
contributions of gravity and surface tension on the onset of con­
vection in fluid layers with a parabolic temperature distribution. 
Such a situation is associated with internal heat generation in the 
layer and may be due to exothermic chemical reactions or Joule 
heating, for example. The results of this work may be used as a 
guide by experimenters in assessing their data for experiments 
where a free surface is present. 

Problem Statement and Results 
By the familiar process of pertubing the momentum, continu-

•Nomenclature-

A matrix for the coefficients 
of the differential system 

wave number 
matrix for the coefficients 

in the boundary condi­
tions 

matrix obtained from 
boundary conditions 

matrix formed from the b 
matrices 

c = specific heat 
D = first; derivative with respect 

to vertical coordinate, 
also a determinant 

B = 

b = 

C = 

D- = second derivative with re­
spect to vertical coordi­
nate, other superscripts 
indicate order of deriva­
tive 

d = depth of fluid layer 
g = gravitational constant 
k = thermal conductivity 

K = any linear initial value tech­
nique for solving differ­
ential equations 

A".\[ = Marangoni number = cr 

(®« - ®T)d/txK 
A N = Nusselt number = qd/k 

Rit, Ri 

iVn = Rayleigh number = ga(@B 

— ®T)d3/vK 
q = rate of change with temper­

ature of heat loss per 
unit area from the upper 
surface to the fluid about 
it 

R = Rayleigh number, same as 
JVR 

etc. = terms in a power series for 

A'R 

S = a matrix function of ft and 
K 

(Continued on next page) 
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Fig. 1 Relat ionship between crit ical Rayle igh and Marangon i number for a parabol ic temperature d is t r ibu­
t ion in layer; DT is zero at lower surface and var ious free-surface Nusseft numbers are d isp layed 

ity, and state equation, the following differential equation is ob­
tained (cf. Debler [3]). 

(D- - a2)2w = a2 A W . (1) 

In this equation D2 denotes the second derivative with respect to 
the vertical coordinate, z; a is a wave number; iv is the velocity 
component in the vertical direction; A'R is a Rayleigh number; 
T is the perturbation temperature. All of the variables are di-
mensionless. In the same way the energy equation can be written 

(D- ~ a'Yf = wDT. (2) 

Here the term D'T is the first derivative of the temperature distri­
bution that exists during the conducting state just prior lo the 
onset of convection. 

The surface at z = 0 is considered for all cases to be an insulat­
ing rigid plate. Thus the mean temperature derivative taken 
normal to the plate, D'T, is zero there. Unless it is noted to the 
contrary, it will be assumed in this paper that the insulation at, 
the plate is sufficiently good that the perturbation temperature 
gradient also is constrained to be zero there. The boundary 
conditions at z = 0 can then be written as 

w = 0, Div = 0 and DT = 0. (3) 

The surface at z = 1 is considered to be free (i.e., in contact 
with a nonrestricting fluid). The surface-tension effects are in­
cluded to the extent that local shear stresses are generated by the 
variations of the surface tension dire to the thermal gradients in 
the liquid surface. A wide range of thermal conditions at (he 
surface is considered. The surface varies from perfectly insulat­
ing to very conducting. Unlike Scriven and Sternling [2], who 
did not include buoyancy, the amplitude of surface deflection is 
not included. Thus the boundary conditions at z = 1 are 

w = 0, (D2 + a2)w = -Nua2T and DT = A W , W 

in which JYM and A"N are the Marangoni and Nusselt numbers, 
respectively. 

Equations ( l ) - (4) were solved by three methods. The ap­
proach of Chandrasekhar (Debler [3]) was used for the limiting 
case when Nu = 0. An analysis similar to that of Pearson [1] 
was used for the extreme case when A'R = 0. All other combina­
tions of Marangoni and Rayleigh numbers were solved by an 
initial value, Runge-Kutta technique on a digital computer. A 
detailed discussion of this method is given in the next section. 

•Nomenclature-

T = dimensionless vertical tem­
perature perturbation, 
also the transpose of a 
matrix 

T = mean temperature, dimen­
sionless = ® / ( ® B ~ 
®T) 

To, T\, etc. = terms in a power series for T 

to = dimensionless vertical per­
turbation velocity com­
ponent 

Wa, W\, etc. = terms in a power series for w 

y = the unknown functions in 
the differential system 

z = dimensionless vertical co­
ordinate 

@ = mean temperature in fluid 
layer 

(g)B = mean temperature of lower 
plate 

@T = mean temperature of upper 
free surface 

a = coefficient of thermal ex­
pansion 

K = thermal dii'fusivity = k/pc 
p = mass density 
/u = absolute viscosity 
v = kinematic viscosity 
<T = the negative of the varia­

tions of surface tension 
with temperature, evalu­
ated at the local mean 
temperature of the sur­
face 

Subscripts 

1, 2, etc. = elements of a row or column 
matrix 

11, 12, etc. = elements of a matrix with 
row-column designations 

Superscripts 

f = final values 
s = starting values 
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The major results of the calculations are shown in Fig. 1. The 
minimum, or critical, Rayleigh number is given as a function of 
the Marangoni number for various values of the Nusselt number. 
The curves clearly show how surface tension decreases the con­
vection stability of the fluid layer. One could extend the curves 
for constant Nusselt number across the horizontal axis. The 
points on the curves in this quadrant would correspond to a case 
in which the Rayleigh number is negative due to a choice of the 
coordinate system that requires the gravitational constant, (J, to 
be negative. This would be the case for a fluid film with the free 
surface below the solid one, as on a ceiling and the z axis chosen 
to be positive downward. In such a situation the buoyancy ef­
fects would tend to stabilize the layer and the surface tension to 
destabilize it. Fig. 2 extends the range of the surface-tension 
parameter shown in Fig. f. 

The information in Figs, I and 2 can be presented as in Fig. 3, 
in which the abscissa, is taken as the ratio (ArR/Arji)''/s- This 
parameter is linear in the film thickness. I t can be seen that as 
the fluid layer becomes sufficiently thick, the gravity effects 
dominate and surface tension has little or no effect. However, 
surface tension is the controlling factor when the liquid film is 
quite thin. This conclusion was pointed out qualitatively by 
Pearson [lj who used the same ratio, OVR/JVM)1 '" , in his argument. 
Fig. 3 does show that the fluid layer must become quite thick 
before the effect of surface tension is very negligible. This is 
demonstrated by using the physical constants for water. With 
these values (IV-R/N'M)1/* is 2.89d, in which d is the fluid depth in 
inches. A depth of 1 in. would make (iVii/iVjt)'7'- about 3, a 
value for which there is a significant reduction in the critical 
Rayleigh number over a wide range of Nusselt numbers. It is 
expected, in view of these remarks, that most free-surface ex­
periments with parabolic temperature distributions will encounter 
the influence of surface tension. 

The role of the initial, or mean, temperature distribution was 
examined by solving the stability problem for a constant tempera­
ture gradient in addition to the linear one discussed heretofore. 
The boundary conditions given by equations (3) and (4) were 
used. This means that an "insulating" condition was imposed 

on the perturbation boundary condition. This might be appro­
priate if the lower surface was a relatively poor thermal conduc­
tor. The differential system that was solved is akin to that 
given by equations (1) and (2), but in the present situation the 
term D'T in equation (2) is a constant. The results of the calcu­
lations are shown in Figs. 4 and .5 which point out, when compared 
with Figs. 1 and 2, that there is little difference between the 
stability' characteristics for the linear and parabolic temperature 
profiles. The linear temperature distribution proves to be the 
more stable one. Fig. 6 is a presentation of the information in 
the previous two figures to show the effect of fluid depth on the 
stability of these layers. 

Because of the ease with which the computation procedure 
could be adjusted to deal with different temperature profiles and 
boundary conditions, a series of computations were made to see 
how the solutions compared with those obtained by others for 
the selected test problem. In this way the validity of the com­
puter program could be assessed. A linear temperature profile 
was selected with a "conducting'" condition on the perturbation 
temperature (i.e., T(0) = ().]. A free surface was employed but 
the Marangoni number set to 0.01, almost zero. Nusselt numbers 
of 0, I, 10, 100, 10000 were used. The critical Rayleigh numbers 
that were obtained are also plotted in Fig. 4 to show the effect of 
the lower themal boundary condition. The Rayleigh number for 
the highly conducting free surface was 1100.54 at a wave number 
of 2.7. The agreement with the solution of Jeffries [4] is more 
than adequate. Finally, the problem of a fluid layer with a 
linear temperature distribution that is contained between two 
rigid, conducting boundaries was tried. The minimum eigen­
value was 1707.9 with a equal to 3.1. The agreement with the 
well-known solution was satisfactory !cf. Jeffries). The informa­
tion given in Figs. 4 and 5 differs from that presented by Nield 
[5] because of the different boundary conditions that were 
treated. Nield's results along with those presented in this paper 
form a fairly complete picture of the stability of horizontal liquid 
layers with a free surface, provided surface deflection is not con­
sidered and only infinitesimal disturbances are allowed (cf. 
Davis [6]). 
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The computational procedure gave solutions in concert with 
those using Chandrasekhar's method (cf. Debler [H]) for the 
parabolic temperature distributions with A\u equal to zero 
and for the limiting cases of zero and infinite Nusselt number. 
For these problems the infinite series for the temperature per­
turbation that was assumed was 2/1 „ cos (nwz) with n = 0, 1, 2, 
etc. for a Nusselt number of zero, and 2/ t„ cos (?wrz/2) with n 
taking on the values of the odd integers when the Xusselt number 
is infinite. 

The variation of the wave number at which the minimum 
Ilayleigh number occurred for various values of Xusselt and 
Marangoni number is presented in Fig. 7. It can be seen that 
the critical wave number is almost independent of .Marangoni 
number. Thus, observed values of a would not lie expected to 
give an indication of the extent of the surface-tension effects. 

No actual calculations were performed for the case of A'N = 0. 
Instead, values near zero, 0.01-0.10, were used. The fact that 
the minimum Ilayleigh number occurs at a = 0 when h's = "> 
regardless of the value of Ar

M, can be easily demonstrated. Be­
cause the parameter a occurs in the differential equations and 
boundary conditions only as «2, it is reasonable to expand (he 
solution, w and 7', as well as A''R, in a power series of <('-. In this 
way the following terms will be substituted into equations (I) and 
0-'). 

w = (t'o + a-u'i + rt'tt'ii + ; 

T = '/'„ + «*'/', + «J7', + ; 

and 

A'R = lid + a2Ri + u'l i j + ; 

If the terms in a", a3, fl4, etc. are collected together the equations 
which must be solved are 

DHv,t = 0, 

D*w, - 2iy'wl) = lio'/'o, 

D'-w> - •>Diwi + M-v, = lin'/'i + Hi'/',,, etc. 

as well as 

IPT0 = wv(DT), 

IT-Ti - 7'0 = uh(DT), 

ir-T. - 7', = iv-AD'T), etc. 

The boundary conditions must be satisfied independently of a'2 so 
one has at 2 = 0 

Wi = o = DTi = DWt 

in which i = 0, 1, 2, etc. At z = 1 the boundary conditions are 

wi = 0 = DTi 

for all values of the index i and 

DHih, = 0, IPwi + «•,„! = -NnT,_A. 

Such a formulation of the eigenvalue problem gives for the case 
of a linear mean-temperature profile (i.e., DT = — I) 

320 - 0.66 A 'M 

and for the parabolic profiles, DT -2«, 

\i« = 2KN - 7.20Afj 

l.)) 

(u) 

These are the values of An for o = 0. Since a finite value of !{„ 
was achieved, it is to be expected that the critical value of the 
Ilayleigh number is realized at a = 0, where dXu/da = 0, re­
gardless of the value of A'M. Tint- the fact that the calculations 
indicated a maximum in the A:K versus n curve was to be expected 
near a = 0 has been independently substantiated. Also equa­
tions (o) and (6) point out the existence of the linear eigenvalue 
relationship between ArR and A'M for A'N = 0, as shown in Figs. 1 
and 4. 

Method of Solution 
In order to be able to apply the Kunge-KuUa technique to this 

eigenvalue problem, the equations were handled in the following-
way. The foregoing differential equations ( l ) -(4) may be de­
composed into a set of A' (A? equals six in this ease) simultaneous 
first-order equations. These may be represented in matrix form 

by 

in which A, an A' X Ar matrix, is the matrix of the coefficients 
and y is a column matrix of the independent variables. The ma­
trix A is a function of the parameter R = A'R, a, and z. In this 
case 

Hi = T, ;/•> = DT y-„ = w, yt = Dw, ?/,-, = Dhv, i/e = D'-'nv 

and thus the matrix can be written as 

.4 = 

The starting values of y are denoted as ;/•' (at the value of z = 0 
for this problem). Let ;/f be the final values of y (at the value 
0 = 1 for this problem). The Itunge-Kutta process, or for any 
linear initial-value technique, for a linear set of equations repre­
sents a linear transformation between y and y1 of the following 
form 

t) 
a" 
0 
0 
0 
aHi 

1 

0 
(1 

0 

0 

0 

0 

l)T 
0 
(1 

0 

_ , ( • ! 

0 
0 
1 

0 
0 
0 

0 
0 

0 

1 

0 
2a2 

0 
0 
0 
0 
1 
0 

Ky (7) 

in which K is a function of the matrix A, the specific initial-value 
technique being used, and the grid spacing. 

In order to get a solution to the problem it is necessary to select 
for a specific wave number, a, a set of values for ;/s and the proper 
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Fig. 7 Wave number a, at the critical Rayieigh number, as a function of Marangoni and Nusselt numbers; 
(a) left, parabolic mean-temperature distribution; (b) right, linear mean-temperature distribution 
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value of R. The known starting conditions must be satisfied and 
the correct values for y{ must be realized ultimately at the end of 
the interval. 

The boundary conditions at either end involve a mixture of the 
various y's. I t is convenient not to select the y values but to 
transform the if and ;/' into another space to facilitate subsequent 
selection of independent solutions. Let 

and 

b* = li*!/» 

b< = B'y' 

(8) 

(9) 

The values for B", B', b", 6< are chosen to satisfy the boundary 
conditions and to make B* and B' nonsingular. The equations 
(8) or (9) can be represented by 

b = By 

If this equation set is partitioned 

b = [IH, W T 

^ 1 1 ^ 1 2 

(10) 

B 

d 

B2lBn. 

[ih, ih\ 

the partitioning takes place in such a way that b, has n entries 
where n is the number of boundary conditions specified at that 
point (in the present problem « is o). For eigenvalue problems 
bi is constructed to be always null, and Bu and Bn are the coef­
ficients of y in those boundary conditions. The values of 62 are 
not specified and can be determined only as a part of the solution 
procedure. Bn and B-s may be chosen arbitrarily subject to the 
constraint that these lower rows must be independent of the upper 
rows. I t is desirable from the point of view of error control to 
have these lower rows as nearly orthogonal as possible; that is, 
the B matrix should be as close to an orthogonal matrix as pos­
sible. Thus BB, B', bf, and b,1 are determined a priori with 6/ 
and b->! undetermined. 

If equations (1), (2), and (3) are combined 

l,i = B!y! = B<Kif 

6' = Sb° 

B<K(B*) 

in which 
S = B'K(B")-\ 

By partitioning this equation in the same manner as (10) the 
following equations result. 

V = Sulh* + Siate 

and 
b,< = S>A* + S-di-f. 

These reduce in the eigenvalue problem to 

and 

S12b.f 

Svb** 

0 (11) 

(12) 

since feiB and bt
s are null. 

In order that (11) not be trivial the determinant of Sn must be 
zero. Sn for a given wave number, a, is a function of the parame­
ter R only. The vanishing of the determinant represents the 
criterion for judging whether or not one has selected the proper 
value of R. 

The solution to the eigenvalue problem now involves the cal­
culation of Sn as a function of R. This is done by selecting an Ar 

X Ar matrix, O, such that the first, n rows are null and the re­
maining rows are arbitrarily chosen to be independent vectors. 
A matrix C! is calculated from O by 

C< = SO (13) 

These two C matrices are square and consist of N columns of the 
appropriate b matrices. The O matrix is partitioned in the 
manner of the S matrix. The multiplications are performed, not­
ing that C'H8 and Cns are null, with the result that 

C! = 's,2cv 
SnCzf 

(14) 

Since Cif and Ci-f can be chosen arbitrarily, they can be chosen 
to have C'n" null and Cm8 nonsingular and easily invertable. In 
many cases this can simply be the n X n identity matrix. Then 
equation (14) reduces to 

Cu< = S,,GV (15) 

and 

CV = &26V. (16) 

Consequently, Sn and S«i may be determined by 

Sn = G V ( C V ) - 1 (17) 

and 

,S2, = GV(CV)- 1 . (18) 

Inasmuch as only the determinant of Sn is necessary for deter­
mination of the eigenvalue, the determinant of C-n" can be pre-
calculated (it is unity if Cn" is the identity matrix) and 

det (Sn) - def (Cn') [det (&?)]->. (19) 

For the problem under consideration in this paper the following 
were chosen: 
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Because CV is an order-3 identity matrix its determinant is 
unity. This is clearly an advantage in solving equation (19). 
A fourth-order Runge-Kutta-Gill process was used to determine 
K from which S, and consequently Sn, is determined. 

A simple half-interval searching technique was used to find the 
value of R that gave a null value for the determinant of Cuf-
Initial bounds were chosen for R on the basis of past experience; 
rapid convergence was obtained. 

The parameter a is implicit in matrix A and hence in K and S, 
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but A\s and A~M appear only linearly in the matrix IP. In view of 
this H': can be decomposed in the following way: 

in which Bs<, Bn1, and Bi' are those matrices which are the coef­
ficients of A'N, A".M, and unity in matrix /} f . For selected values 
of « and R, & is a linear function of Nx and NM. Thus CV is also 
a linear function of ATs and JVM, and can be written 

( V - CN
f Ars + CV Nu + CV, 

in which (he coefficients are defined in a similar matter to those 
for IP. The determinant of Cn

s also is linear in i\rN and ArM for 
the problem under examination, but it generally involves a cross-
product term such as 

D = DsXs + BMJYII + DmiN sNii + D>. 

The determinants Ds, DM, flssi, and Dt, the coefficients of the 
dimensiouless parameters, are usually nonlinear functions of a 
anil It. The fact that D is linear in Ar.u and independently linear 
in A\v makes the task of finding the D which gives a minimum 
value of 1! considerably simpler. Although the exact value of a 
which give a minimum R cannot be determined a priori, the 
region of the correct a can be quickly delimited. By selecting 
values of (i and R in a range known to contain the solution and 
plotting the results, the values of a and R causing the determi­
nant /> to equal zero were estimated by simple interpolation. 
These refined values of a and R then were validated as being the 
required solution by direct calculation of the determinant to see if 
it was within the prescribed limits of being zero. The entire 
process went quickly. 

Conclusions 
The method for solving the eigenvalue problem associated with 

equations (1), (2), (3), and (4) is easy to use and has the desired 
precision. It is also extremely flexible, and by adjusting DT and 
the various boundary conditions in the appropriate matrices a 
variety of other stability problems can be solved. The computa­
tions show a nearly linear relationship between the critical Ray-

leigh and Marangoni numbers for the problem studied. The 
work shows the influences of the free-surface heat transfer con­
dition, the boundary condition assumed at the lower surface for 
the perturbation temperature, and the minor effect on the sta­
bility due to the mean-temperature profile. One may infer from 
the results that as the mean-temperature distribution becomes in­
creasingly nonlinear, the stability of the layer is lessened. The 
extent of the decrease in the critical Rayleigh number for fluid 
layers of various depths is given. This presentation suggests 
that surface-tension effects can influence the observed critical 
Rayleigh number for many laboratory configurations. The criti­
cal wave number proves to be almost independent of the Maran­
goni number. 
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Note Added in Proof 

Professor Sparrow has pointed out to the authors that a 
Ruuge-Kutta method was used to solve a stability problem in 
reference [7]. The approach adopted by him and his co-authors 
is similar to that employed in the present paper. The formal 
construction and use of the B, C, and S matrices on the previous 
page appears to be the most obvious variation. 
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Film Condensation of Potassium Using 
Copper Condensing Block for Precise 
Wall-Temperature measurement 
Major differences exist in results published by investigators of film condensation of 
liquid metal vapors. In particular, the reported dependence of the condensation co­
efficient on pressure has raised- questions about both the precision of the reported data 
and the validity of the basic interphase mass transfer analysis. An error analysis pre­
sented in this investigation indicates that the reported pressure dependence of the con­
densation coefficient at higher pressures is due to an inherent limitation in the precision 
of the condensing wall temperature measurement. The magnitude of this limitation in 
precision is different for the various test systems used. The analysis shows, however, 
that the primary variable affecting the precision of the wall temperature measurement is 
the thermal conductivity of the condensing block. To verify the analysis, potassium 
was condensed on a vertical surface of a copper condensing block. The copper block 
was protected from the potassium with nickel plating. Condensation coefficients near 
unity were obtained up to higher pressures than those previously reported for potassium 
condensed with stainless steel or nickel condensing blocks. These experimental results 
agree with the prediction of the error analysis. In addition, a discussion of the pre­
cautions used to eliminate the undesirable effects of both noncondensable gas and im­
proper thermocouple technique is included. It is concluded from the experimental data 
and the error analysis that the condensation coefficient is equal to unity and that the 
pressure dependence reported by others is due to experimental error. 

Introduction 

Cc IONDKNSATION heat transfer has been studied since 
the original work of Nusselt in 1916 [I] .1 Recent measurements 
for condensation of liquid metals disagreed with the simple Nus­
selt theory. Although part of the discrepancy may be due to the 
presence of noncondensable gases, most of the experimenters 
seriously attempted to eliminate even traces of such gases. It 
has become clear for liquid metals that the resistance to heat 
transfer at the liquid-vapor interface is significant, particu­
larly at low pressures. The analysis of this interphase resistance 
as given by Schrage [2] has been applied to many condensation 
experiments. The resulting condensation (or accommodation) 
coefficient is unity at very low pressures but is reported to de­
crease as pressure increases above some threshold value. This 
reported dependence of the condensation coellicient on pressure 
has raised questions about both the accuracy of the reported data 
and the validity of the basic interphase mass transfer analysis. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1909, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received bv the Heat Transfer Division, July 7, 1969. Paper No. 
09-WA/HT-29. 

Measurements of condensation and evaporation coefficients 
suggest that as the system becomes successively cleaner, the mag­
nitudes of the coefficients rise toward unity. In the condensation 
process, the liquid surface is continually being formed from clean 
condensing vapor. This clean interface, therefore, could also 
have a condensation coefficient of unity. The results of an error 
analysis presented here suggest that the condensation coefficient 
is indeed unity and independent of pressure. Data obtained in 
this investigation using a copper condensing block for increased 
precision of measurement substantiate this finding. The pre­
viously reported decrease of the condensation coefficient at 
higher pressure is explained on the basis of precision of measure­
ment. 

Theory 

Fig. 1 shows schematically saturated vapor condensing on a 
surface. From experiment, the temperatures of the cold wall 
('/'„,), the temperature of the saturated vapor far from the con­
densate (!/'„), and the heat flux ((//A) are determined. From 
these measured quantities, the temperature at the free surface of 
the condensate (7',), the temperature of the subcooled vapor (?',•), 
and the condensation coefficient (a) can be calculated. 
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VAPOR 

CONDENSATE 

Fig. 1 Fundamental diagram for film condensation 

For vertical plates, Ts is obtained from a modified Nusselt 
analysis as presented in [3]'. 

q/A 0.94 * \ 
PiiliPi " PvKhYhft 

HPI 
(rJ\ - TJ>--> (1) 

This analysis neglects momentum effects, shear stress on the 
liquid surface assuming a stagnant vapor, and the curvature in 
the actual temperature distribution through the film. Since con­
sideration of these effects would change the calculated value of 
(71, — Tv) by less than I percent, equation (1) was used without 
correction. 

In addition to the heat transfer resistance through the film, 
there is an interphase mass transfer resistance. The interphase 
mass transfer resistance is the predominant resistance in the ex­
periments performed in this investigation. A kinetic theory 
analysis of this resistance is presented by Schrage [2] and leads 
to the following equation for the net mass flux toward the inter­
face : 

W/A = 
M 

2 - 0 - f 2irlt 

P„ 

Vf~, m 
The derivation of this equation is based on a kinetic theory 

estimation of both the mass flow of vapor at, pressure P„ and 
temperature 7',- toward the interface and also the mass flow due 
to evaporation from the liquid surface at 7's. Under equilibrium 
conditions the evaporation rate from the surface is calculated 
using the saturation pressure P s corresponding to 7's. I t is as­
sumed in the Schrage analysis that this same rate of evaporation 
does occur from the liquid at 7', even when the vapor is at P„ and 

The theory allows for the possibility of some of the molecules 
being reflected; therefore, the mass of vapor which condenses is 

equal to the mass of molecules which strike the surface multiplied 
by the condensation (or accommodation) coefficient a. The 
mass of liquid which evaporates is the amount estimated from 
kinetic theory multiplied by the evaporation coefficient aE. At 
equilibrium a = o>. It is further assumed that, at nonequi-
librium, when net condensation occurs, a is also equal to cE. 
These assumptions lead to equation (2). 

A number of investigators [4-7] have reviewed the interphase 
mass transfer process, and some have attempted to eliminate the 
simplifying assumptions embodied in the Schrage equation. 
The results of these studies produce only small corrections and 
lead to the conclusion that equation (2) adequately describes the 
process for condensation problems. The results of the present 
investigation suggest that <r, calculated from equation (2), equals 
unity at all pressures during condensation. 

By defining AP = P„ - P, and A 7' = 1\ - T„ the 
force" term in equation (2) may be rewritten as follows: 

inving 

ps 

V¥s„ 1 + 
AP 

1 + 
AT 

AT 
By expanding I 1 -4- — - J in a binomial series and setting 

higher-order terms equal to zero, the following expression results: 

P, AP 

~P~, 

A T 

27'.. 

F o r m o s t fluids a n d for l iquid m e ta l s in pa r t i cu l a r , A 7 ' / 2 7 ' s is; 

small c o m p a r e d w i t h AP/PS a n d hence m a y b e neg lec ted . 

P o t a s s i u m 
Sodi u m 
Mercury 
Water " 

M'/2T, 
" A P / P / 

0.03-0.05 
0.03-0.05 
0.03-0.04 
0.03-0.04 

p„(atm) 

0.001-1.0 
0.001-1.0 
0.001-1.0 
0.006-1.0 

In the above calculation, A7' was taken as (Tv — Ts) which is 
greater than (7\ — 7'B); hence, the significance of AT /2'1\ is even 
less than shown above. Realizing that T.- ~ T„ ~ T,„ -s/7', in 
equation (2) may be replaced with eitlier \/'F, or \/rTv as an 
excellent approximation. 

The above simplification permits equation (2) to be written as: 

W/A 
M 

2TTRTV 
( P . PA (3) 

A simple heat balance yields the relation between (W/A) and 
(q/A): 

q/A = (W/A)(hf3') (4) 

-Nomenclature-

,4 area 
r, = heat, capacity 

E(z) = expected value of z 
f(z) = density function for variable z 

g = gravitational acceleration 
hfo = latent heat of vaporization 

hjg' = latent heat which includes 
change of enthalpy due to the 
subcooling of the liquid = hfa 

+ 0.68c,(rs - 7 ' J 
k = thermal conductivity of con­

densing block 
fci = thermal conductivity of liquid 
L = condenser plate length 

M = molecular weight 

Pv = bulk saturation pressure of the 
vapor 

Ps = saturation pressure which cor­
responds to liquid surface 
temperature Ts 

q/A = measured heat flux for test con­
denser 

r = radius of thermocouple hole in 
condensing block 

R = universal gas constant 
S = standard deviation 
T = temperature (identified by sub­

scripts) 
W/A = mass flux 

x = coordinate, normal-to-the-wall 
z = dummy variable 

p = density 
<j = condensation coefficient 
H — average distance of thermo­

couple holes from wall 
ju, = dynamic viscosity 

Subscripts 

cu-ni 

/ = 
1,2, 

copper-nickel boundary 
interface 
condensate surface 
vapor 
wall 
liquid 
thermocouple hole relative 

to condensing surface (1 
is hole closest to surface) 
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Fig. 2 Schematic of natural convect ion loop 

Since the saturation pressures t'v and l't are functions of T„ 
and Ts, respectively, equation (3) can be handled as a heat trans­
fer resistance by eliminating ( l l ' / . n using equation (4). The 
heat transfer resistance is then the sum of the two series re­
sistances represented by equation fit and equations (3) and (4). 

Experimental Apparatus 
The natural convection loop (Fig. 2), containing 2.5 lb of po­

tassium, consists of a boiler, test condenser, second condenser, 
and return line. The basic loop was fabricated from seamless 
type 304 stainless steel tubing. 

Test Condenser. The test condenser is the most critical element 
in the system. The ability to measure with precision the tem­
perature of the cold condenser wall is critical and is a function of 
the test condenser design. The test condenser consists of copper 
and stainless steel elements as shown in Pig. 3. After the ele­
ments were brazed together, the condensing surface was ground to 
a finish of 16AA and then plated with 0.0017 in of nickel. This 
thickness of nickel plating was measured with a Magne-Gage to a 
tolerance of ± 10 percent. The six thermocouple holes (Fig. 3) of 
0.023-in. radius were drilled through the 2-in-wide copper con­
denser. The positions of these holes were measured on a travers­
ing microscope. 

In operation, the test condenser was cooled by passing silicone 
oil through a Vi-in. copper tube wdiich was welded to the 0.5-in. 
copper block (Fig. 3). This copper block insured that the stain­
less steel resistance block would see a heat sink of uniform tem­
perature. 

Second Condenser. The apparatus also included a second con­
denser (Fig. 2) with which net velocities of various magnitudes 
could be generated over the test surface. This second condenser 
consisted of a stainless steel tube welded to the far leg of the loop. 
By varying the velocity over the test surface as described in [8], 

one can determine whether noncondensable gas is accumulating 
at the test surface and affecting the experimental results. By 
measuring both the flow rate of silicone oil to the condenser as 
well as the inlet and outlet oil temperatures, the net heat ex­
tracted by the second condenser was determined. The mass of 
potassium vapor condensed was then determined by dividing the 
net heat extracted by the latent heat. Since the vapor which 
condensed at this condenser traveled through the test section re­
gion on its way from the boiler to the second condenser, a net 
velocity was generated over the test surface. 

Thermocouples. All temperatures were measured with chromel-
alumel thermocouples. All thermocouples were made from 28-
gage wire from the same spool and heat treated at 750 deg F for 1 
hr to remove inhomogeneity due to cold working of the wire. 
(Cold working recovery temperature range for chromel-alumel is 
500-1000 deg F.) The thermocouple wire was continuous 
from the hot junction (chromel-alumel) to the cold junctions 

1.304 SS 

Fig. 3 Sectional v i ew of test condenser 
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(chromel-copper and alumel-copper). From the cold junctions, 
which were in an ice bath, copper leads ran by means of a selector 
switch to a Leeds and Northrup K-2 potentiometer which is ca­
pable of reading to ± 2 microvolts. 

Vapor temperature was obtained by inserting a thermocouple 
into a well which protruded into the vapor. The reported vapor 
temperature (Tv) was obtained by averaging the temperatures 
from the thermocouple wells near the lest section. Three thermo­
couple wells were used during Series 1 and 2. Three additional 
wells were installed after Series 2; therefore, six wells were used 
to obtain Tv in Series 3. Temperature readings from all wells 
generally were within ±0.30 deg F. 

The temperature of the vertical condensing wall (Tw) was ob­
tained indirectly by measuring the temperature at six locations in 
the condensing block. Tests showed that cooling of the chromel-
alumel junction by conduction along the thermocouple leads was 
negligible as long as the junction was inserted at least 0.50 in. into 
the block. The six thermocouples were inserted 1.1 in. for all 
experiments. Using the position of the center line of each hole 
and the temperature of the thermocouple junction in each hole, 
a straight line was fit to these data by the method of least squares. 
From this line, the temperature of the copper-nickel boundary 
was obtained, and then by considering the thickness and conduc­
tivity of the nickel plating, the temperature of the condensing 
wall was calculated. The temperature of the condensate at the 
liquid-vapor interface was then calculated from equation (1). 

From the slope of the line and the conductivity of copper, the 
heat flux (q/A) was obtained. Heat leakage into the copper 

block from the stainless steel mount, was calculated using a con­
duction node method and found to be negligible. 

Operating Procedure 
While the boiler was being brought up to temperature, the ar­

gon atmosphere in the loop was evacuated by a mechanical vacuum 
pump. Boiling occurred at approximately 600 deg F. Since the 
vacuum pump was connected via an external condenser to the 
loop, potassium vapor was initially permitted to exit from the 
loop. After approximately 20 min of boiling, the valve which 
isolated the loop from the vacuum system was closed. After the 
system reached equilibrium, data were taken. When two suc­
cessive readings of the vapor and block temperatures agreed 
within 3 microvolts, the data qualified as an acceptable "run." 
This is equivalent to less than 3 microvolts change in 2 min. 
Once a run had been recorded, the boiler voltage was increased 
and another test condition approached. Each run took an 
average of 1.5 hr. 

Sample Data and Calculated Results 
Fig. 4 and Fig. 5 are graphical presentations of both experi­

mental data and calculated results for run 3 and run 18, respec­
tively. The calculations were performed using the properties of 
[9] and the following saturation pressure-temperature relation­
ship for potassium from [ 10]: 

860. 

850. 

840 . 

830. 

1- - i •" i 

T arr —• ^ T - ^ H ^ R I 

\- \^ 
" ^ © ^ ^ ^ T c u - n i « 8 5 3 - 2 1 

q/A =51,687 BTU/HRFT 2 

1 f ' 

I J " '1 

' w "8oo.4b 

' 

-

....i • i 
0 0.5 1.0 

DISTANCE FROM Cu - Ni INTERFACE (INCHES) 

Fig. 4 Data and results; run 3, Series 1 
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Fig. 5 Data and results; run 18, Series 3 
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One can note that both the temperature drop across the nickel 
plating and the potassium film are small. Under the conditions 
shown, the main temperature drop is associated with the inter­
phase mass transfer resistance. Since the overall temperature 
drop (Tv — '/'„,) is small, precision in the determination of Ta is 
essential. Although a quantitative error analysis will be pre­
sented toward the end of this paper, one should note qualita­
tively the improved accuracy in the determination of Tw due to 
the shallow slope of the line shown. If one used stainless steel 
instead of copper, the slope would be approximately twenty 
times steeper for the same heat flux. In addition, the number of 
thermocouples used in determining the line as well as both the 
position and size of hole into which these thermocouples are 
placed affect the precision of Tw. 

General Data and Calculated Results 
Table 1 contains data and calculated results from this investi­

gation. Fig. G is a plot of condensation coefficient versus satura­
tion pressure for these data and the data of others [11-19]. All 
results were calculated using the properties found in [9]. One 
can note that, at low pressure the data is distributed around a 
condensation coefficient of unity, whereas at high pressure there 
is not only a great deal of scatter but also a general decrease in 
most, data with increasing pressure. A closer analysis of Fig. 6 
shows an effect of experimental accuracy. Specifically, the 
condensation coefficients obtained both by Subbotin [14] and 
in the present experiments maintain a value closer to unity up to 
a higher pressure than do the data of others. Subbotin used a 
copper block protected from sodium by a thin layer of stainless 
steel; the present experiments were run with a copper block pro­
tected with nickel plating. Others used condensing blocks or 
condensing tubes made of nickel or stainless steel. The error 
analysis presented in the next section predicts the pressure de­
pendence shown in Fig. 6 and demonstrates, a posteriori, that the 
condensation coefficient is actually unity at all pressures. 

When the interphase resistance is small compared to the 
Nusselt film resistance, inaccuracies in the analysis of the film 
resistance will have a very large effect on the calculated conden­
sation coefficient. For example, if condensate from the area 
immediately above the test, surface flows onto the test condenser, 
the film resistance will be larger than predicted by the Nusselt 
analysis, and therefore the calculated condensation coefficient will 
he smaller than the. actual coefficient. To avoid concern over the 

effect of inaccuracies in the analysis of the film resistance, ex­
periments were curtailed in the present investigation when the 
interphase and Nusselt resistances were of approximately equal 
magnitude. However, the data of Subbotin [14] at Pv ~ 0.8 
atm were obtained under conditions where the magnitude of the 
interphase resistance is only >/< of the size of the Nusselt film re­
sistance. Although his calculated condensation coefficients at 
Pv ~ 0.8 a tm are significantly higher than those obtained using 
nickel or stainless steel condensing blocks, a precise study of the 
interphase resistance under such conditions is not possible. Al­
though this limitation applies to all the data at P„ ~ 0.8 atm, pre­
cise determination of the condensation coefficient using nickel or 
stainless steel condensing blocks is limited to much lower pres­
sures as will be discussed in the next section. The relative size of 
the interphase and film resistance does, however, represent a 
limitation to the experimental determination of the condensation 
coefficient from film condensation experiments performed on ap­
paratus designed for high precision. 

Error Analysis 
Although three quantities Tv, Tm q/A are obtained from experi­

ment and are subject to measurement error, this error analysis 
considers only errors in measurement of Tw. Unlike Tv which is 
measured directly, Tw is obtained indirectly and is, therefore, 
subject to cumulative inaccuracies. Errors in q/A have com­
paratively little effect on the deduced magnitude of the condensa­
tion coefficient. 

Sensitivity of er to Errors in (T„ — Ts). Since the temperature at the 
surface of the condensate Ts is obtained from 7'„. via equation (1), 
any error in Tw is reflected as an error in rI\. The effect on the 
calculated condensation coefficient, from an error in T, can be 
realized using Fig. 7. The three curves shown in Fig. 7 represent 
three different pressure levels for potassium. As the pressure in­
creases from 0.0055 atm to 0.22 atm, the value of (7'„ — 7'J 
which gives a calculated value of cr = 1.0 decreases from 6.5-
0.3 deg F for the example shown. In addition, a comparison of 
the slopes of the three curves shows that the effect on the deduced 
condensation coefficient from a given temperature measurement 
error increases with increasing pressure. Associated with each 
experimental apparatus is a possible experimental error in the 
determination of (7\, — TA. Note that a 1 deg F error has little 
effect at low pressure. At high pressure a 1 deg F error not only 
has a tremendous effect on the value of the condensation coef­
ficient but also injects the possibility of obtaining negative value 
of (Tv — Ts). Although it is possible to obtain Ts > T,., all 
would recognize that such a result is due to experimental error. 
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Table 1 Tabulated results 

Series Run 
No. No. 

1 1 
2 
3 
4 
5 
0 
7 
S 

2 9 
10 
U 
12 
13 
14 
15 
10 
17 

3 IS 
19 
20 
21 
22 

Tv 

(°P) 

853.7(5 
843.01 
856.57 
988.32 
963.94 
981.19 
977.61 
S64.23 
846.02 
852.45 
850.71 
853.04 
789.11 
761.31 
915.53 
973.07 
854.57 
842.26 
922.60 
990.94 
9S9.38 
1098.18 

7', 
(°F) 

851.66 
841.01 
853.81 
987.15 
962.87 
979.98 
976.60 
861.99 
843.57 
850.09 
848.56 
850.38 
785.18 
756.55 
913.65 
971.71 
852.35 
839.89 
920.83 
989.88 
988.56 
1097.30 

TV 
(°F) 

851.41 
840.77 
853.46 
986.68 
962.44 
979.54 
976.16 
861.67 
843.28 
849.82 
848.28 
850.00 
784.85 
756.25 
913.21 
971.23 
852.07 
839.60 
920.51 
989.52 
988.20 
1006.87 

I cu-ni 

(°F) 

851.21 
840.58 
853.21 
986.39 
962.16 
979.26 
975.88 
861.43 
843.06 
849.61 
848.07 
849.73 
784.60 
756.01 
912.93 
970.93 
851.85 
839.37 
920.27 
989.28 
987.96 
1096.61 

q/A 
Btu/hr-ft2 

39,941 
38,185 
51,687 
62,915 
59,388 
59,754 
59,602 
48,799 
44,633 
43,100 
43,084 
54,884 
49,431 
47,017 
59,815 
63,917 
44,301 
45,424 
48,654 
51,719 
51,725 
57,992 

<j 

0.873 
0.920 
0.855 
0.882 
0.981 
0.864 
0.964 
0.897 
0.885 
0.859 
0.912 
0.917 
0.959 
0'.975 
0.882 
0.867 
0.894 
0.926 
0.785 
0.825 
0.957 
0.655 

i \ 
(atm) 

0.0178 
0.0159 
0.0183 
0.0633 
0.0512 
0.0595 
0.0577 
0.0198 
0.0164 
0.0175 
0.0172 
0.0176 
0.0088 
0.0063 
0.0328 
0.0554 
0.0179 
0.0157 
0.0351 
0.0647 
0.0638 
0.1516 

l\ 
(atm) 

0.0174 
0.0155 
0.0178 
0.0626 
0.0507 
0.0589 
0.0572 
0.0193 
0.0160 
0.0171 
0.0168 
0.0172 
0.0084 
0.0060 
0.0322 
0.0548 
0.0175 
0.0154 
0.0345 
0.0641 
0.0634 
0.1506 

q-imi ™0<i 

(Btu hr) 

0 
818 
959 
0 

940 
0 

1523 
0 
0 

752 
1010 

0 
0 
0 
0 
0 
0 
0 
0 
0 

1091 
0 

The following analysis is based on the assumption that any data 
which measures T„ > T,, will remain unreported. Who could get 
such data published? 

Constant Error for Each Assembly of a System. When a thermo­
couple is inserted into a condensing block, the exact location and, 
therefore, the exact temperature of the junction is unknown. It 
is reasonable to assume that the location of the junction will not 
change once the thermocouple has been inserted. If a junction of 
a homogeneous thermocouple is located such that its temperature 
is greater than the undisturbed temperature at the center line of 
the hole, it will always read high. When a new set of thermo­
couples is inserted, a different set of errors in readings results. 

As shown in Table I, the experiments were divided into three 
series. Between each series, all thermocouples were replaced. 
For any series, the positions of the thermocouple readings relative 
to the line obtained using the least-square method remained 
virtually unchanged. For example, in Series 1 (Fig. 4), thermo­
couples 2, 3, and 5 always read below the line and thermocouple 
4 always reads above the line at all heat fluxes and pressures. 

b 

o 
Id 

< 
_J 
< 

(Tv-Ts) °F 

Fig. 7 Condensation coefficient versus (T„ 

When all of the thermocouples were removed and new ones as­
sembled for the data in Fig. 5, a different system characteristic is 
observed. Here thermocouples 1 and 4 are below and thermo­
couple 2 is above the least-square line. 

Since at high temperatures the effect of thermocouple iu-
homogeneity is always present to a small degree even if the ther­
mocouples have been heat treated, both position and inho-
mogeneify effects are present in Fig. 4 and Fig. 5. For the cop­
per block, both effects are estimated as being of the same order 
of magnitude; however, the effect of position for nickel and stain­
less steel blocks will be one to two orders of magnitude larger 
than the effect of inhomogeneity. Since in general inhomogeneity 
represents a small effect, all thermocouples are assumed to be 
homogeneous in the following analysis. To analyze both the 
magnitude of the possible experimental error in the wall tempera­
ture and the effect of this error on the condensation coeflicient, 
the following steps will be performed: 

1 Estimate the distribution of possible thermocouple tem­
perature readings in a hole. 

2 Obtain the distribution of possible values of wall tempera­
tures obtained from these readings. 

3 Exclude data which indicate Ts > 7'„ and then obtain the 
expected value of '/'„• and expected value of a. 

Distribution of Measured Temperatures in Thermocouple Hole. A 
typical hole of radius r is shown in Fig. 8« with an assumed linear 
temperature gradient (Fig. 86) impressed across the hole. The 
actual position of the hole center line is .Vi and the undisturbed 
temperature at the center line is TV The bar over any symbol 
indicates the actual value instead of a measured value. Using 
the linear temperature gradient (Fig. 86), the temperature may 
be related, for purpose of discussion, to position in the hole by 
the Fourier conduction equation: 

T - T\ 
x - xt = - - - - - io> 

q/A 
k 

Although the thermocouple reading must lie between the tem­
peratures at -f-r and — r, its exact magnitude is not known. Kacli 
experimenter assumes, however, that the thermocouple junction 
lies on the centerline \\ and is, therefore, at the temperature TV 
The error resulting from this assumption is determined by noting 
that the measured temperature Tt may assume any of the values 
shown as T in Fig. 86. The quantity (1\ — 7\) is experimental 
error in the temperature reading at hole 1. I t follows that xi is 
the position corresponding to the measured temperature 7V 
After inserting 'J\, x\, and after making equation (5) dimension-
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Fig. 8 (a) Top, typical hole of radius r; (b) center, simplified linear tem­
perature drop impressed across hole; (c) bottom, Gaussian distribution of 
temperature measurements in hole 

less by dividing both sides by r, one obtains: 

k 

, Xl — A"l 

It follows that the limits on are: 

(6) 

In order to specify a distribution of measured temperatures at 
any hole, a density function representing possible thermocouple 
locations within the hole is first chosen. By definition, the in­
tegral of a density function /(>) between any two limits (a, b) 
yields the probability that the variable z lies in the interval (a, b). 
For example, 

< b f s, ^ \ d n^ja 

may be interpreted as the probability that the thermocouple lies 
between dimensionless positions a and 6 within thermocouple 

hole 1. With equation (6), P (a < '- : - < 6 J may also be 

interpreted as the probability that the temperature reading lies 
between Ta and Tb. 

Since the exact distribution of possible locations is not known, 
a Gaussian density function /(z) was chosen (Fig. 8c) with 99.9 
percent of its area falling between the dimensionless positions + 1 
and — 1. The Gaussian density function is given by: 

where >S is the standard deviation obtained from: 

X + 1 
/ 

Xi 
d = 0.999 

This integral is tabulated in terms of S [20] and yields S = 0.31. 
The interpretation of this standard deviation is as follows: 68 
percent of all possible measurements lie in the range (xi — :oi)/r = 
±0 .31 . 

Distribution of Possible Wall Temperature Measurements. The dis­
tribution of temperature measurement errors at each hole and the 
distribution of error resulting around f'„, are shown schematically 
in Fig. 9. The actual temperature profile in the block is known 
from the Fourier conduction equation. Both in the holes and at 
the wall, the experimental errors are symmetrical about the actual 
temperature existing at that location. Using the same grouping 

/T,„ - Tw\ . 
of variables as given in Fig. 8c, the distribution ot / —— \ is, 

according to [21], Gaussian with a mean value ot zero and a 
standard deviation (<S,J given by: 

»S'„. = S V (7) 

E (.V,- iJ-r 

where 

M 
i = l 

1 < < 1 

n = number of thermocouple holes 

St = distance of j'lli hole from wall 

The following data were used to evaluate the distribution of 
wall temperature measurements for three typical systems. The 
"effective radius" shown is taken equal to twice (he actual radius; 
this larger radius was assumed in an attempt to account con­
servatively for the distortion of isotherms around a hole. For a 
hole across which no heat is transferred, the distortion of iso­
therms causes a- temperature difference across the hole equal to 
twice the difference which would exist if no distortion occurred. 
The "effective radius" is used in all of the following calculations. 
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<T„-TW) 

Fig. 9 Schematic representation of distributions in holes and at wal l 

System 
(Material: k) 

Present 
(copper: 210) 

Kroger [131 
nickel: 2S) 

.Meyrial [12] 
(st, steel: 12) 

Hole 

1 
2 
3 
4 
• " . 

6 

1 

Distance to 
Wall, in. 

0.167.') 
0.4160 
0.6670 
0.9176 
1.1670 
1.4183 

0.0625 
0.3750 
0.687.5 

0.12.5 
0.37.5 
0.62.5 

'1\ - T \ . 
\ is equal 

<1>'A ,. 
k / 

Effective 
Radius, in. 

0.046 

0.062 

0.062 

to the standard The standard deviation for 

deviation for , namely S. Both Sw, the standard devia­

tion of / — " \, and S are given below for the three systems: 

System ich Hole S 

0.31 
0.31 
0.31 

At the Wall S 
equation (7) 

0.26 
0.31 
0.37 

Present 
Kroger [13] 
Meyrial [12] 

With the present system of 6 thermocouple holes the possible 
temperature measurement error at the wall is less than the tem­
perature measurement error in any hole; however, the opposite is 
true for Meyrial's [12] system of three thermocouple holes. As 
one would expect, a large number of holes spaced far apart re­
duces the possible error in the extrapolated temperature at the 
wall. The comparison shows less than a 50 percent difference 
between the three systems from the effects of number and position 

of holes. The variable ( - " —- ) is, however, the meaningful 
q/A 

comparison of the three systems. The standard deviation for 

is shown below: 
T — T 

the variable ( --•' 
q/A 

System Standard Deviation of ( " 7 .--- ) 

Present 4 .8 X l()-6(deg F)/(Bfu/hr-fl2) 
Kroger [13] 5.8 X 10"5 

.Meyrial [12] 1.6 X W~4 

Fig. 10 shows the resulting distributions for the three systems. 
The profound differences between the systems are primarily due 
to the conductivities of the material used in the condensing 
block. The present system used copper (k = 210); Kroger used 
nickel (A- = 28); Meyrial used stainless steel (A' = 12). 

Fig. 11 shows that the drop across the condensate (~T\ — Tw) is 
a very weak function of pressure; therefore, the distribution of 
temperature errors at the surface of the condensate is identical to 
the distribution at the wall. 

As the pressure increases, the magnitude of (T\. - Ts)/(q/A) 
decreases (Fig. 11). Clearly when the probable error in the de­
termination of (T„. — Tj/(q/A ) and hence in (7'„ — Ts)/(q/A ) is 

I-
< 

O X 

2d 
< 

>-

CO 
z 
LU 
Q 

0 

KROGER [j3] 
ST. DEV.= 5.8x|0 

PRESENT SYSTEM 
ST DEV. = 4 . 8 x | 0 -6 

• MEYRIAL [12] 
ST. DEV = l .6x|0" 

ZJ r~—' 

BTU/HR-FT2 

Fig. 10 Probability density function at wal l 
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- (BTU/HR-FT2) 
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Pv (ATM) 
Fig. 11 Effect of P„ on {tv ~ Ts) and (fs — tw) for potassium 

-3. 

Fig. 12 Distribution of condensate surface temperature 

equal to the magnitude of (Tv — TAj{q[ A ), (he limit of meaning­
ful measurement has certainly been reached. Taking the 
standard deviation from Fig. 10 as the measure of probable error 
in (T„ — Ts)/(q/A) and equating this to the magnitude of 
(Tv — Ts)/(q/A), the upper limit of P„ where meaningful mea­
surements can be made is read from Fig. 11. For the three sets 
of experiments discussed, this limit is as follows: 

Tv-Ts 
^BTU/HR-FT^ 

Experi­
menter 

Wilcox 
Kroger 
Meyrial 

"Probable" Error (Fig. 10) 

4 .8 X 10~6(deg F)/(Btu/hr-f t2) 
5.8 X 10-5 

1.6 X 10 ~i 

Corresponding 
Pv (Fig. 11) 

0.27 atm 
0.011 
0.0034 

Since Kroger's [13] and Meyrial's [12] data fall above 0.01 atm, 
the accuracy of their data as well as any other data which were ob­
tained without exceptional concern with the measurement of Tw 

is very questionable. 
Exclusion of Data Indicating Ta > TL,; Calculation of £(T„), E(cr). A 

value of unity is now assigned to the actual condensation coef­
ficient (S-). This will be justified a posteriori. One could argue 
that the possible experimental error shown in Fig. 10 should 
simply cause scatter in the data points around a condensation co-

Fig. 13 E[{T, - T„)/(q/A)] versus (f„ - h)/(q/A) 

efficient of unity. However, if all data for which 'i\ > '/',, is as­
sumed to remain unreported, the reported data will yield magni­
tudes of a which scatter around a number less than unity. This 
is shown in Fig. 12 where the magnitude of T„ lies within the 
range of possible magnitudes of 7\. Then the expected value of 
Ts, E(TA, is not Ts but a value somewhat less than T\. E(TA is 
determined by dividing the remaining area of the density function 
below T,. in two equal parts as indicated by the vertical line 
labeled E[TJ(q/A)\ in Fig. 12. Associated with E(T A and f„ 
is an expected value of the condensation coefficient E(a). It 
follows that, the published data should scatter about E(a) even 
though a = 1. 

Fig. 13 was formulated for the variables in Fig. 12 by using the 
tabulated properties of a Gaussian density function. Note in 
Fig. 13 that the higher the precision of one's system (lower magni­
tude of standard deviation), the closer E(TA is to T\. 

As pressure increases, (Tv — TA/(q/A) decreases rapidly. In 
general at low pressure Tv » T„, and it is not possible to measure 

i\ > r,.. 
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10. 
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a 
0.1 
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10. 

Fig. 15 Predicted d is t r ibut ion of data 

The curves of Fig. 14 present tlie curves of Fig. 13 in terms of 
the predicted expected value of a, E(<y), for the three test sys­
tems. E{a) is obtained by evaluating and equating the right-
hand side of equation (3) for the following two sets of conditions: 
0- = 1 at (P„ - P„) and a = E(<r) at E(PV - Ps). This yields: 

ma) 
- E(<r) 

E(PV - Ps) = 
2 - 1 

(P P, 

For small differences of (Ts - T,) 

f\-JK _ Tv-Jj 

then 

E(a) r„ - r, q/A 

2 - E(a) E(Tt-Tj „/T„-T, 
E ' q/A 

The curves in Fig. 14 show a strong effect of pressure on E(a') 

resulting simply from the assumption that data indicating Tt > Tv 

remain unreported. I t is interesting to note that the arguments 
which have led to E(<r) are essentially equivalent to claiming a 
fixed error in (T„ — Ts)/(q.'A) for an experimenter. This is 
readily seen from the approximately horizontal lines shown for 
[12] and [13] in Fig. 13. 

By considering both the distribution of possible wall tempera­
ture measurements that remain after the area (Fig. 12) where T,. 
> Tv is eliminated and the relationship between a and (Tv — '/',)> 
one can estimate where the condensation coefficient data should 
be concentrated. Fig. 15 shows this result for Meyrial's [12] 
system at two pressures. The probability that data will fall be­
tween any two given values of t he condensation coefficient is given 
by the area under the curve between the two values of interest. 
It follows that the total area under the curve must equal unity. 
A unit area results for the curves shown if a unit distance on tlie 
abscissa is taken as the linear distance between a = 1 and a = 2. 
Note that at high pressures one should not expect the remaining 
data to yield a condensation coefficient close to unity. For ex­
ample, the curve shown at Pv = 0.3 atm has only 10 percent of 
its area in the range of 0.3") < a < 2.0. A comparison shows 
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ihut Aleyrial's data (Fig. 14) in the vicinity of I\ = 0.3 atm ap­
pear to be concentrated as one would expect using the distribu­
tion of Fig. 15. 

Effect of Condensing Fluid 
A similar error analysis leading to E{o) versus Pv curves (Fig. 

10) for various liquid metals was made for the condensing-block 
geometry and material of Fig. 8 and those of Kroger 113] and of 
Ueyrial [12]. I t is observed that the differences between the 
liquid metals are not very great. Note also that the curves for 
nickel and stainless steel for the various liquid metals group 
together as do the data iu Fig. ti taken with stainless steel and 
nickel blocks. The effect of the hole size and spacing used by the 
various experimenters would move the predicted curves some-
wlial; however, the effect of variation in hole size and spacing 
u-od by various experimenters would probably not be large com­
pared with the effect of block conductivity. 

Since many experimenters are interested in the condensation 
coefficient of water, this analysis was also run for water. Even 
with a copper condensing block, Fig. 17 shows the available pre­
cision to be marginal. Considering the fact that with water the 
Xusselt film resistance is approximately 10-100 times greater 
than the interphase resistance for the range and systems shown 
in Fig. 16, meaningful measurements of the condensation coef­

ficient for water using a standard film condensation experiment 
appear to be almost impossible to obtain. 

Experiments Using Second Condenser 
I t has been shown (Kroger 122]) that traces of uoncondensable 

gas in a condensing test system tend to collect at the cold surface 
and drastically reduce the heat transfer at the condensing surface. 
Experiments were run to determine whether minute quantities of 
uoncondensable gas were accumulating at the test surface and 
affecting the experimental results. In these experiments, the 
second condenser (Fig. 2) was cooled with silicone oil and the net 
heat extracted was calculated. Since this vapor passed through 
the test section on its way from the boiler to the second con­
denser, a net velocity was generated over the test surface. This 
velocity would tend to sweep away the uoncondensable gas and 
minimize its accumulation at the test surface. If the results with 
and without this net vapor flow are the same, one may conclude 
that there is probably no noncondensable gas collected at the test 
surface. 

A similar method of preventing accumulation of uoncondens­
able gas was used successfully by Citakoglu and Hose 18] in the 
study of drop condensation. In the present investigation, data 
were taken at a Pv of approximately 0.02 atm as shown in Fig. 18. 
For the data shown at approximately 900 Blu/hr, the "average" 
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velocity through the test section is calculated to be approximately 
15 ft/sec. No measured effect of vapor flow and hence of non-
coudeusabie gas was observed. 

precision of measurement required to determine the condensation 
coefficient (a) exceeds that of the apparatus. 

2 For systems in which the wall surface temperature is de­
termined from measurements within the condensing block, such 
as in Fig. 3, the precision of measurement depends on the thermal 
conductivity of the block and the thermocouple hole size and 
spacing. For the various test systems used, the strongest effect 
on precision is the thermal conductivity of the test block with 
high precision resulting from the use of a high-thermal-conduc­
tivity material. 

3 Assuming that the actual value of the condensation coef­
ficient is unity (a — 1.0) and assuming that any data indicating 
the condensate surface temperature to be higher than the vapor 
temperature would not be reported, an error analysis of any con­
densing system would lead to a curve of expected value of a versus 
vapor pressure (Pv) which would be unity at low pressures and 
decreasing below unity at increasing pressures. 

4 Experimental data for potassium presented here for a copper 
condensing block and data previously obtained for a stainless 
steel block [12] and a nickel block [13] scatter around the curves 
of E(a) versus Pv (Fig. 14) predicted by the error analysis which 
uses an actual value of the condensation coefficient of unity at all 
pressures. 

5 The actual value of the condensation coefficient equals 
unity for liquid metals at all pressures. 

Discussion 
The error analysis presented here is limited to errors resulting 

in the determination of Tw (and hence Ts and (7',, — 7 'J) deduced 
from extrapolation of the readings of thermocouples placed in the 
cold block at various distances from the condensing surface. It 
shows clearly the requirement for high precision in the determina­
tion of 7', at higher pressures. As pressure is increased the actual 
magnitude of Tv — T, decreases and above some limiting pressure 
for any system becomes less than the measuring precision of the 
particular system. The magnitude of this measuring precision 
is affected by the thermal conductivity of the condensing-block 
material and the thermocouple hole size and spacing. Since hole 
size and spacing do not vary greatly among test systems, the 
major effect is that of thermal conductivity. 

The analysis shows that above the precision-limited pressure, 
it is possible that T, can be determined from the measurements to 
be greater than Tr. Assuming that such data would not be re­
ported, the expected value of a, E(a), should be less than unity 
even though the actual value a = 1.0. Reliance, therefore, 
should be placed only on those data obtained below the precision-
limited pressure. 

It is interesting to note that the actual magnitude of the heat 
flux has practically no effect on the precision of the determination 
of a. Since for small differences (Pv — Ps) is approximately 
linear with (7'„ — TA, then from equation (3) and equation (4) 
(Tv — 7',) varies linearly with (q/A ). In the subsection on Dis­
tribution of Possible Wall Temperature Measurements, it is 
shown that the error (7', — TA/(q/A) is a function of only the 
condenser-block design; therefore, the error (T, — Ts) is linear 
in (q/A ) for a given design. The ratio of (7'„ — 7),)/(7\, — 7',) is, 
therefore, independent of q/A. It follows that E(a) is inde­
pendent of q/A for this analysis. 

Although all of the experimenters of Fig. 6 did not determine 
the wall or condensate surface temperature by placing thermo­
couples in holes drilled in a condensing block, the requirement of 
high precision in the determination of the temperature 7's and 
hence 7'„. are just as stringent. While the details of the error 
analysis would differ for the various systems, the results would 
all suggest curves for E(a') versus Pv similar to those of Fig. 14. 

Conclusions 
1 An error analysis suggests that for each condensing test-

system there exists an upper limit of pressure above which the 
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Stagnation-Point Heat-Transfer Rate 
in Nitrogen Plasma Flows: Theory 
and Experiment 
A theory for the heat transfer to the stagnation point of a hemisphere in a super sonic, 
high-enthalpy, low-density nitrogen plasma flow was developed. The theory assumed a 
flow that is frozen with respect to molecular dissociation and relaxing with respect to 
ionization. The calculations for this partially frozen flow yielded heat-transfer rates 
that were generally lower than predicted by other theories for both frozen and equilibrium 
flows. Experimental heat-transfer rates from measurements in a high-enthalpy con­
stricted-arc tunnel agreed with the theoretical value within 10 percent in the mean. 

I. Introduction 

P„ ROLONGKD tests in u high-enthalpy supersonic 
stream are necessary to evaluate the thermal performance of 
ablating materials for reentry bodies. To attain the enthalpies 
corresponding to super-orbital speeds, a continuous, constricted 
electric-arc tunnel [1, 2]1 can be employed. One important 
diagnostic measurement required in such a tunnel is the heat-
transfer rate to the stagnation point, of a hemisphere located on 
the test-stream center line. Preliminary test data [3] taken in 
arc tunnels at relatively low densities and high enthalpies indicate 
that the heat-transfer rates in the ionized flow regime may be 
lower than those taken in a shock tube or predicted by the avail-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1909, 
of T H E AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manu­
script received by the Heat Transfer Division, December 10, 1969. 
Paper No. 0 9 - W A 7 H T - 4 9 . 

able theories [4, 5]. The purposes of this paper are to present 
additional experimental data and to develop a theory that ex­
plains the lower heat-transfer measurements. 

In contrast to the equilibrium flow in a high-velocity shock 
tube, typical high-enthalpy arc-heated flow has relatively low 
density and generally is believed to be frozen with respect to 
molecular dissociation and to be relaxing with respect to ioniza­
tion throughout the flow field. Fig. 1 compares the enthalpy 
regimes and corresponding pressures of the present measurements 
with those of shock-tube experiments [6]. As seen in Fig. 1, 
the pressures produced in the arc tunnel are as much as two 
decades lower than those in shock tubes and, so, are more likely 
to produce nonequilibrium flows. 

In the present work the experimental heat-transfer rate to the 
stagnation point is determined by a thermal inertia-type copper 
calorimeter coated with nickel or tungsten. The stream en­
thalpy, which was the major uncertainty of the data in reference 
[3], was determined by a spectroscopic technique. 

The theoretical heat-transfer rate is calculated by considering 

-Nomenclature-

c 
c„ 

a or (3, (12) 
= frozen specific heat at. con­

stant pressure for un­
ionized gas, (A2) 

effective binary diffusion 
coefficient, (A6) 

E,„ Ej = dissociation and ionization 
energy, respectively 

e = electronic charge 
/ = dimensionless normal ve­

locity, (6) 
/ / = total enthalpy 

//„,. = total mass-averaged en­
thalpy 
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/) 

Hj 

h 
k 

Kc 

'<„ 

KL 

A'„ 

k-w 

= partial static enthalpy of 
./-species 

= Planck's constant 
= Boltzmann's constant 
= partial thermal conductiv­

ity of electron gas, (A14c<) 
= partial thermal conductiv­

ity of heavy-particle 
gas, (A14b) 

= Spitzer's thermal conduc­
tivity, (A15) 

= thermal conductivity of un­
ionized gas, (Al) 

= surface catalytic recom-

L 

»h 
mjk 

ni 
I \ 

binalion rate coefficient 
for atomic recombina­
tion 

= Lewis number for frozen 
flow of mi-ionized gas, 
(A7) 

= mass of j-species 
= equivalent mass in collision 

between j - and ft-species, 
(B2) 

= number density of j-species 
= Prandtl number of un­

ionized gas, (A3) 
(Continued on next page) 
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200XI06 

the effect of thermochemical relaxation becmi.se recent theories for 
weakly ionized flows [7-9] indicate that this effect can appre­
ciably affect the heat-transfer rate. The theory developed herein 
combines three concepts: the viscous shock-layer concept [10-
131; the multi-species, highly ionized boundary-layer concept [4[; 
and the two-temperature, thermochemically relaxing, ionized 
boundary-layer concept [7-9]. The boundary conditions are 
chosen to represent the conditions of the present arc-tunnel ex­
periments. Solution is obtained by machine computation em­
ploying an implicit integrating scheme developed for inviscid 
nozzle flow's [14], which circumvents the usual difficulties [15] 
associated with integrating the chemical rate equations (see, e.g., 
reference [10)). 

I I . Theory 

U.l . Arc-Tunnel Flow 

To calculate the stagnation-point heat transfer in the non-
equilibrium flow of the arc tunnel (Tig. 2), the properties ahead 
of the shock wave must be known approximately. These proper­
ties of the stream have been previously calculated [17-19]. The 
calculations show that at the exit of the constrictor the flow is 
fully dissociated and is in ionization equilibrium [17, 18]. For 

Fig. 2 Schematic drawing of constricted-arc tunnel 

the expansion region of the arc tunnel, a computer program has 
been developed [19] to calculate the gas properties, assuming 
nitrogen to be monatomic. 

A typical result of such a calculation is shown in Fig. 3 where 
a, (3, T, Tc, and v are plotted against the distance along the 
nozzle. The mass fractions, a for ionized species and fS for dis­
sociated species, are defined, respectively, as [4] 

m-iit 

P 2nm + na 4- n( 

0 = 
mana + ?n1ni 

2»„ 

( i ; 

(2) 

The nitrogen flowing through the nozzle is fully dissociated and 
remains so. The ionized-species fraction in the test-section 
stream is approximately 30 percent of the equilibrium value be­
hind a fictitious normal shock wave for this case and varies be­
tween 25 percent and 70 percent throughout the present test 
range. Also, for the present test, range, the test-section electron 
temperature is within ± 2 0 percent of 8000 dog K. The velocity 
approaches 9.5 X 105 cm/sec in the test section for the condition 
given in Fig. 3. Further calculations for the complete experi­
mental range showed that the kinetic energy of the stream is a 
fixed function of the total enthalpy and that the velocity of the 
stream in the test section is approximately 

!)„ = 90 \ / z7 cm/sec (3) 

where the unit of H is J /kg . 

•Nomenclature-
V 

Pi 
<1 

R 

ft, 

k 

He = 

= pressure 
partial pressure of j-species 

= heat-transfer rate X} 

— nose radius of the hemi­
sphere X, !/ 

= 1'eynolds number, (4) 
= radius of curvature of bow 

shock wave Za, Zt 

radiation power loss per-
unit volume a, /3 

Schmidt number of un­
ionized gas, (A9) 

T = heavy-particle temperature y 
= electron temperature 
= velocity component in x £, -q 

and y directions, respec­
tively 

diffusion velocity of j - M 
species M« 

free-stream (i.e., test-sec- v jk 

tiou) velocity 
rate of production of species 9, 6e 

C by chemical reaction 
Wa-i — rate of production of ions by 

collisioual and radiative 

2' 

I",- = 

Wc 

processes, respectively, 
(CI) and (Co) 

body force acting on j -
species 

coordinate along and nor­
mal to wall (Fig. 4), re­
spectively 

partition function for atom 
and ion, respectively 

mass fraction of ionized and 
dissociated species, re­
spectively, (1) and (2) 

ionic recombination rate co­
efficient, (C3) 

dimensionless coordinates 
in x and y directions, 
respectively, (6) 

viscosity 
viscosity of un-ionized gas 
collision frequency between 

j - and A-species 
normalized heavy-particle 

and electron tempera­
tures, respectively, (14) 
and (15) 

p = density 

4> = plasma sheath potential 
Xe, Xi = fraction of electrons and 

ions reflected at surface, 
respectively 

Subscripts 

a = neutral atom 

C = a or /3 

c = edge of plasma sheath (i.e., i? ->- 0 

in continuum regime) 
E = equilibrium 
e = electron 
h = heavy particle 
i = ion 

;/, A- = dummy variable indicating species: 
j , A = 1, 2, 3, and 4 correspond 
to m, a, i, and e, respectively 

m = molecule 

s = immediately behind shock wave 
u = un-ionized gas 
w = wall 
co = free stream (i.e., test section) 

journal of Heat Transfer AUGUST 1 970 / 373 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://becmi.se


11.2. Stagnation-Point Flow 

11.2.1. Mass and Momentum Equations. The flow model is shown 
iii Fig. 4. The equations of conservation of mass and momen­
tum for the flow around a blunt body in a hypersonic stream take 
different forms depending on the Knudsen and Reynolds num­
bers. In a low-density ionized flow characterized by charge-
charge collisions with large Coulomb cross sections, the mean 
free path and the Knudsen number are very small even though 
the mass density is relatively low. Thus the continuum ap­
proach with the assumption of zero shock-wave thickness for 
heavy particles, which is consistent with small Knudsen number, 
is adopted. The characteristic Reynolds number R„ is defined as 

H„ = 
P . « A (4) 

Since R„ in the present experiment is less than approximately 
1000 but larger than 100, the viscous shock-layer approximation 
[10-13] was employed. The conservation equations for these 
conditions can be written approximately within the stagnation 
region [13] 

d d 
(mass) - - (pux) + — (pvx) 

ox oy 
pvx 0 (5a) 

(monientum)p 
udtt rdtt 

dx oy 

Oll\ _&P (rh) 

oy \ oy) ox 

Equations (5a) and (5l>) are reduced to dimensionless form 
through the following transformation of variables: 

dtp 

Jo '•"•""^ ' - V f t J o ' * * ' 
(6) 

= pux, 
d\p 

dx 
-pvx, <P = V2£/(r j ) 

where us = (duJdx)t = o x. When £2 « 1, equations (5a) and 
(56) combine into the single dimensionless equation [13] 

PP 

P»M, 
//"" 2 — - (/')'" 

L P 
= 0 (7) 

where the prime denotes the differentiation with respect to r\. 
The boundary conditions are [13] 

/(()) = / ' (0) 0 

/'('?») = 1 (9) 

From the definition of (6), and from the Newtonian hypersonic 
approximation 

dll\ !'„ 

/ , can be written as [13] 

P=o JR„ 
P. 1 2 

(10) 

(10a) 

The density ratio across the shock wave is taken as l/\ to be con­
sistent with the assumption of frozen molecular dissociation and 
ionization across the shock wave (see II.2.2.). Expressions for 
the factors pn/psns and p^/p in (7) are derived in Appendix A. 

11.2.2. Species Equation. Four different species are considered in 
the present problem: the molecule, neutral atom, atomic ion, 
and electron. A possible additional species, the molecular ion, 
was not considered because its concentration found from the 
spectroscopic observation was negligibly small. The condition 
of charge neutrality requires that the number density of positive 
and negative charge be equal, i.e., 

>h = n, (11) 

With the addition of ( I t ) , the fractions of all four species are 
specified completely if those of any two species are given. 

To derive the governing equations for the species fractions a 
and (3, the expressions for the flux paVa and pfiVp caused by the 
diffusion of the species concerned must be derived. Expressions 
for these fluxes are derived in Appendix B. The general equation 
for the conservation of a and /3 has the form [4, 20] 

dC 

ou 
~ - (pCVc) + maWc (12) 
oy 

in which C stands either for a or (3, and Wc is the rate of produc­
tion of species C per unit volume by chemical reaction. 

For the present flow regime the dissociation process is con­
sidered to be frozen because of the low density. Neglecting the 
species-production term in (12), substituting (B8) of Appendix B 
into the right-hand side (RHS) of (12), and transforming the 
coordinate by (6), the following is obtained: 

PP-u P 

PSM„.« Sc 
+ JV = 

'pp.,, 1 - / 3 (13 + '2a9e/0j' 

.PSP„, Sc 1 + (3 + 2a6J6 

(13) 

/g) Expressions for p,u and Sc are derived in Appendix A. Also, 
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Fig. 3 Typical theoretical variation of flow properties along center line 
of a diverging nozzle; initial enthalpy H = 1.18 X 108 J/kg; pressure at 
throat = 0.551 atm 
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Fig. 4 Sketch of flow field in the stagnation region of an axisymmetric 
hypersonic shock layer 
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and d„ are heavy-particle and electron temperatures normalized 
by EJk 

T 7'(°K) 

(Ei/k) 168,600 

' (Ei/k) .168,600 

(14) 

(15) 

The boundary condition for (13) at the wall is derived from the 
assumption of first-order surface reaction [21] 

pi) ^ ) = pj)ukjw (16) 

Applying the transformation (0) to (10), the surface condition for 
the dissociat ion equation becomes 

ft,/ 
M™ « » y 2 ft. (17) 

The flow immediately behind the shock wave can be assumed to 
be fully dissociated [12] because the test stream is fully dissoci­
ated and because the Reynolds number is not less than approxi­
mately 100. Thus the boundary condition behind the shock is 

P(V.) = 1 (18) 

There are two non-negligible ionizing reactions occurring in the 
gas. These are the collisional reaction 

A' + e 7=± A; + + t: + <: 

and the radiative read ion 

Ar + hv «^iY+ + e 

(19) 

(20) 

The net rate of change \Ya in (12) is the sum of the rate of change 
by collisional reaction (19), 1L„„ and that by radiative reaction 
(20), Wa2, i.e., 

H'o = Wal + Wa, (21) 

The expressions for H'„, and Wa, are given in Appendix C. By 
substituting paVa from (B9) into (12) and transforming the 
coordinate by (6), the conservation equation for ionized species 
becomes 

PP-„ ± 
PeMU4 Se 

a 1 + 

« M + -: 1 + 0 + 2adJ6 

R ,m, 
fa' = - -5—° (Wa, + 

il'a,P 
Va!) (22) 

The boundary condition at the wall for equation (22) is de­
termined from the consideration of plasma-sheath phenomena 
and will be discussed separately in 11,2.5. Immediately behind 
the shock wave, the ionization-species fraction is approximately 
the same as it is in the free stream [7]. As mentioned in I I . 1. 
the free-stream ionized-species fraction falls within 25-70 percent 
of the equilibrium ionized fraction behind the shock. In the 
present computation, therefore, the boundary condition at J? = r/s 

is within the following range (see II.3.2. and Appendix E ) : 

0.25af, ^ a(r]s) <, 0.7aE (23) 

11.2.3. Electron Energy Equation. The general equation of con­
servation of electron energy in a thermochemical nonequilibrium 
plasma has been derived in references [22, 23]. Solutions have 
been obtained for boundary-layer flows in references [7-9]. In 
the present work, where the electrical current is assumed zero 
everywhere, the electron energy equation becomes [8] 

d 

dx dy 
kTe + E, 

d d\ d ( d'J\, 
mjiMT, h i — + v — I In p = — I Kc —— 

j = l ' 

The expression for Ke is given in Appendix A. The elect ron-
heavy-particle-energy-transfer term on the RHS of (24) is derived 
in Appendix I). In the nearly optically thin gas under considera­
tion (see Appendix C, and note that the resonance line radiations 
are assumed to be fully absorbed), the radiative loss consists 
mainly of the radiative recombinations into the low-lying states 
of the nitrogen atom. Therefore R was approximated by ii',IL„,. 
After transforming variables by (6), there results 

PHU 1 Ke 

+ / ' 

2a0, 

i + -ec 

l + a + /3 
(1 + (3)6 + 2adc 

3ft, 
-s«(* - e.) E 

3=1 

+ aae 

It, , i r« . 

O^coP 
(25) 

where Ku and P r are given in Appendix A. The quantities on the 
RHS of (25) are derived explicitly in Appendices C and D. The 
high thermal conductivity of the electron gas allows the electron 
energy to be conducted through the shock wave [7], and there­
fore the boundary condition for the electron temperature im­
mediately behind the shock wave is given by the free-stream 
electron temperature. As mentioned in ILL , the free-stream 
electron temperature is within approximately ± 2 0 percent of 
8000 deg K for all calculations. In terms of the dimensionless 
electron temperature, therefore, the boundary condition at r\ = r\„ 
lies in the range (see II.3.2. and Appendix E) 

0.04 <: ee(;t),) ^ 0.06 (26) 

The second boundary condition is given at the wall from the con­
sideration of the plasma-sheath behavior and is discussed sepa­
rately in II.2.5. 

11.2.4. Total Energy Equation. The vibrational mode of the 
molecules is assumed to be fully excited and the vibrational 
energy is approximated by kT per particle. The partial static 
enthalpies of each species can then be written as follows: 

(molecule)//,, 
•U>k.T 

>n„, 

(aU>m)Ha = 
2.5/»7' + 0.5Ed 

(27) 

(28) 

2M(T + 7',) + 0.5.6',, + E, 
(ion-electron pair) Hie = (29) 

The total enthalpy of the mixture is the sum of the above plus 
the kinetic energy. Using the dimensionless quantities, the 
mixture enthalpy becomes 

H = — I '—^ 0 + 0.386/3 + I 1 + - V, )a 

+ - («2 + v"-) (30) 

in which the factor 0.386 represents the ratio O.oJB /̂JS,-. The 
kinetic energy is neglected later in (he actual calculations because 
it is small compared to the other energy components in the shock 
layer. The total energy conservation equation is [4] 
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dH d / A 
P \ u ~ + v -— I dx dyj 

d<l p (31) nm. I 8 l;Tw 
(1 - XO - f " \ (36) 

4 ^ 7T M; 

where (/ is [4] 

-Kh — - /<Ce — ' + »i„ E «,! ' ,•#, (32) 

By equating the ion flux •H.iFi of (B7) in Appendix B in the con­
tinuum regime with that reaching the surface (i.e., the RHS of 
(36), see reference [9]), and transforming the coordinate by (6), 
and using the condition ac<! « 1, 

The radiation loss It in (31) can be taken as EiWai
 a s ' u the pre­

ceding section. Expressions for the species flux njVj (derived in 
Appendix B) are substituted into (31), and the coordinate trans­
formation (6) is applied. The dissociated species equation (13) 
is then subtracted from the resulting dimensionless energy equa­
tion to simplify the energy equation because the Schmidt number 
is unity (see (A9)). The resulting dimensionless form of the 
energy equation is 

1\. \K„ A„ o P,P 
a I 1 + 

iL a(\ + dJd)(P + 'ladjey 

1 0 xdje 

+ -s l + - 6e}a' + - a8e 

Rji'JV, 

ov^p 
(33) 

One boundary condition for the energy equation (33) is specified 
at the wall where the heavy-particle temperature must equal the 
wall-surface temperature, taken as 500 deg K in the present work, 
i.e., 

0(0) = 0U, = m)/(Ei/k) 0.00297 (34) 

Immediately behind the shock wave, the heavy-particle tem­
perature is given as 

6(r,,) = 0„ (35) 

The boundary condition (35) is not used explicitly in the com­
putation, however, as explained in Appendix E. 

11.2.5. Wall Conditions for Electrons. The continuum analysis of 
the present work is not valid near the wall, i.e., within one mean 
free path from the surface. Near the wall, the inequality in the 
mobility of electrons and ions generally creates a region of charge 
separation. The fundamental physics of this phenomenon is 
well understood and is incorporated into the boundary-layer 
analysis by Sherman and Reshotko [8] and Knight [9]. In the 
present work, the results of such analyses are used to derive the 
boundary conditions for the conservation equations for electrons. 

According to the plasmn-sheath theory, the heavy pai'ticles 
are not affected by the electrical field produced in the sheath be­
cause of their large inertia and they experience no change in 
temperature across the charged sheath. For electrons, however, 
both the density and temperature change appreciably across the 
sheath; therefore, the boundary condition for the continuum 
electron equations (22) and (25) must be derived using plasma-
sheath theory. With regard to the electrons, the interface be­
tween the sheath and the outside flow is identified by the subscript 
c in this section. It should be noted that the continuum analysis 
cannot distinguish the sheath-boundary-layer interface from the 
wall, and therefore the subscript c can be replaced by the sub­
script w. 

Defining x% and xe
 a s i ° u a l l d electron reflection coefficients [9], 

the combination of conservation of electron flux and Poisson's 
equation results in the following relation [9] 

(1 xe)j:% 
fe kT, 

exp 

PP-», 2 

PSM«S He 
a 1 + -f 

Likewise, the balance of electron energy across the sheath [9] 
gives the dimensionless relationship 

ppu 1 Ke 1 8 m„ p,„ / £',-

10 v 2 " T me ps if in ava 

X exp I ^ - J ac \ x, ( 2dec - ~ 0„ 

+ (i - x.) ( ̂  - -f (38) 

Equations (37) and (38) specify two boundary conditions for elec­
tron equations (22) and (25), i.e., a and de must equal ae and d,,. in 
the limit of ij —»-0. 

From equations (37) and (38) it is seen that x,-, X« a l u ' <£ e o u~ 
trol the boundary conditions for the electrons. Therefore, %;, X« 
and <f are examined (o determine these boundary conditions. 
Metal surfaces are fully catalytic for ionic recombination, i.e., 
Xi = Xe = ')• ^ u e sheath potential <p for this case becomes maxi­
mum, so from equation (36) 

i:<p e ^ M = Vl\„ In ( \ ~ Y (Xi = X, = 0) (39) 

For the ionically noncatalytic surface (i.e., Xt —»• i> Xe ~* 1)> f is 
determined by the limiting value of the ratio (1 — X;)/U ~ Xe) 
from equation (36). To the author's knowledge, no data or 
theory is available at present to evaluate <p for the ionically non-
catalytic surface. I t is believed, however, that the sheath po­
tential is either nonexistent or is very small if it exists, i.e., 

cip 0 (x,- 1, X,~* 1) (40) 

because all electrons are allowed to come into contact with the 
surface, and thereby the incoming electrons are not decelerated 
to cause a space-charging. For comparison, however, the hypo­
thetical case where <p = <paulx, X; - * 1> Xe ""*• 1 has also been con­
sidered in the computation. 

11.2.6. Heat-Transfer Rates. The rate of heat transfer to the wall, 
q„„ is the value of q in equation (32) evaluated in the limit of 
77 -*• 0 in the continuum regime. In terms of the dimensionless 
quantities, the heat-transfer rate can be written as 

7,« = 74 
<?«-81(l + j3/9) 0.72 + 1.28/3 

,(1 + (3)0 + 2ade 1 + 

18'+ ( 1 - / 3 ) 
(/3 + 2aOe/d)' 

1 + 13 + 2adjd, 0 

1- 0.386 
4 

1 + 0 

La 1 + -I 
e\ (p + 2adjdy 

1 + (3 + 2a6 
(4.1) 

in W/cm2 when ps is in atm, t>„ in cm/sec, and Rs in cm. In (41), 
the values of electron temperature and ionized species fraction at 
rj = 0 refer to the values at the edge of the plasma sheath which 
are identified by subscript c in 11.2,5. 
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In the present calculation the electron recombination term is 
[oimd to lie as much as 40 percent of the total heat-transfer rale 
ID a uoncatalytic surface. 

11,3. Results of Calculations 

11.3.1. Method of Solution. The solutions to the set of differential 
.'•[nations (7), (IIS), (22), (25), and ('.)'.'>) satisfying the boundary 
conditions (S), iil), {17), I IS), (23), (20), (34), (35), (37), and (38) 
ire obtained numerically using the "shooting" method with an 

implicit integration scheme [14], With a set of estimated wall 
values of dependent variables, the differential equations were 
integrated numerically starting from (he wall, ?; = 0, to the shock 
wave, -q = >?,, along the stagnation streamline. Al the shock 
wave, the variables of the differential equations were compared 
.villi the given boundary values. If they did not agree, a new 
-el of wall values was estimated and the integration was re­
peated. This trial and error procedure was continued until the 
-hock boundary conditions were satisfied. Further details of the 
computational procedures are described in Appendix K. 

The computations described above were carried out for the 
following range of conditions: 

X, = X, = <>, X, = X. = 1 

/,'„, = 0, 550, and °° cm M-C 

p. = (1.01 and 0.1 atm 

11 = 1.27 cm 

.")() X 10" <. / / < 200 X 10" J kg 

11.3.2. General Features of the Solutions. A typical solution is 
--hown in Fig. ,">, where or, jfi, T, and T, are plotted against i). At 
ihe wall the value of a approaches zero and Te is about 7000 cleg 
K. These values agree closely with those calculated by Knight 
I'.l) for a weakly ionized gas. However, ji (which was taken equal 
lo unity in Knight 's calculation) is a variable in the present 
calculation. The main difference between the present theory 
and that of Knight occurs near (he shock wave. In Ihe present 
work the properties do not reach equilibrium anywhere in the 
•diock layer, whereas Knight assumed equilibrium at the edge of 
the boundary layer. 

As seen in Fig. 5, a and T, reach maxima at almost the same 
intermediate point within the shock layer. This feature pro­
vides the basis for the spectroscopic diagnosis of the shock-layer 
flow described in I I I . l . Theoretically, the electron temperature 
can be determined exactly at the maximum a point by a spectro­
scopic technique (see I I I . l . I.), but this point is difficult to deter­
mine experimentally. Therefore, the maximum electron tem­
perature was measured assuming that the peaks of a and T„ 
occurred at the same location (see III.1.2.). Fig. 5 also shows 

that the peak electron temperature is approximately equal to the 
equilibrium temperature. Thus the enthalpy calculated from 
the peak electron temperature, assuming equilibrium, is close to 
the true enthalpy. 

For all the numerical solutions performed it was found that the 
calculated heat-transfer rate was insensitive to the values of a, 
and 6e, (see equations (23) and (20)). This is probably because 
the heat-transfer rate is dependent mainly on the total enthalpy 
and is relatively independent of the detailed partitioning of the 
enthalpy among different species and modes. 

11.3.3. Effect of Surface Atomic Recombination. Calculated heat-
transfer rates multiplied by (M/ps)

l/- are shown in Fig. 6. As 
seen from the figure, surface atomic recombination increases 
the heat-transfer rale; that is, the heat-transfer rate to the wall 
for k„ = co (fully atomic-ally catalytic) is greater than that for 
kw = 0 (atomieally uoncatalytic). This phenomenon is the 
same as observed in an un-ionized, dissociated gas 121]. Quanti­
tatively, however, the effect of surface catalysis for atomic re­
combination is surprisingly large. From Goulard's theory [21], 
one would expect that the fractional contribution of surface 
atomic recombination to total heat-transfer rate should be pro­
portional to the ratio of dissociation energy to total enthalpy, i.e., 

<t(k\, = °°) - qU.;a_ 

<l(Mw = ™ ) 

0) E,i/m„ 

0.22 al / / = 150 X 10" J kg 

Fig. 6 indicates that the actual contribution by the surface atomic 
recombination is much larger, probably due to the coupling be­
tween the ionization and molecular diffusion. As seen from equa­
tion (C4), the ionization reaction rate l t ' a l is affected by (3, and 
therefore a change in the profile of j3 would affect the profile of a 
and hence alter the magnitude of energy flux contained in the 
ionized species. 

Also shown in Fig. 6 is the heat-transfer rate to a nickel surface 
(A'„, = 550 cm/sec) because most of the data were taken with a 
nickel-coated calorimeter. Only in the region of low ionization 
is there an appreciable difference in the heat-transfer rate between 
a nickel surface and uoncatalytic surface (ku, = 0, x< — Xe = ") 
for the selected pressure and nose radius. The effect, of varying 
/,-,„ on the heal-transfer rate is treated in Appendix F. The heat-
transfer rate for an arbitrary, finite value of k„. can be determined 
by combining the results shown in Fig. 6 with those in Appendix 
F. 

11.3.4. Effect of Surface Ionic Recombination, 

For k„ = 0, two extreme solutions are obtained by varying x,-
and Xc between 0 and 1, corresponding respectively to a metallic 
surface and to an assumed ionically uoncatalytic surface (see 
II.2.5.). For the ionically noneatalylic surface, <f is considered 

0 1 2 3 4 5 6 6.55 
WALL SHOCK 

rj, DIMENSIONLESS BOUNDARY-LAYER COORDINATE 

Fig. 5 Typical variation of a, (3, T, and lc in the boundary layer; fully 
catalytic surface for atoms, ions, and electrons {k,„ = co, X i = Xe = 0) , 
ps = 0.1 atm, and H = 72.5 X 1 0 6 j / k g 

30x10' 

50 100 150 
TOTAL STREAM ENTHALPY, H, J/kg 

200X10° 

Fig. 6 Calculated stagnation-point heat-transfer rate in dissociated and 
ionized flows of nitrogen 
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Fig, 7 Comparison of calculations for stagnation-point heat-transfer rate 
in dissociated and ionized nitrogen 

to be zero (equation 40)), but the hypothetical case of <p = <pmlix 

(equalion (39)) is also computed and shown for comparison. As 
seen from Fig. 0, for x,-, X» ~*" • the heat-transfer rate for tp — 0 
is greater than for <p = <p„Mx. This occurs because, in the ab­
sence of the sheath, the electrons we not inhibited from bombard­
ing the surface, and a large flux of energy is carried to the solid 
surface through the kinetic energy of the bombarding electrons. 

It is interesting to note that the heat-transfer rate to the 
iouically nonealalytic wall (with if = 0 and kw = 0) is greater 
than that to the iouically catalytic wall (kw = 0). Evidently the 
ion-electron recombination energy released at the iouically cata­
lytic surface is less than the total energy flux carried by the im­
pinging electrons to the iouically noncatalytic surface. For the 
iouically catalytic surface, the energy transmission due to electron 
impact is negligible because most electrons are repelled from the 
surface by the sheath. 

11.3.5. Comparison With Other Theories. In Fig. 7, the present 
heat-transfer rate calculations (solid curves) are compared with 
other theories. At low degrees of ionization, H = 50 X 106 J /kg, 
the present theory appears to be in reasonable agreement with the 
theories of Fay and IUddell [24] and Goulard [21], which apply at 
lower enthalpies. For the weakly ionized region, 50 X 106 < H 
< 70 X 106 J /kg , the present theory gives slightly higher non-
equilibrium heating rates than those predicted by Knight [9], 
probably because the present theory includes vortlcity interaction 
effects [10-13]. At the higher ionization levels the present non-
equilibrium theory is compared with the equilibrium and frozen 
flow (with fully catalytic surface) theories of Fay and Kemp [4] 
because no nonequilibrium theory is available for comparison. 
For ku, = 0, Xt — Xe = 0, the present calculation shows lower 
heat-transfer rate than given by the equilibrium theory [4], 
probably because the energy of dissociation is not recovered at the 
surface. For kw = co, the present calculations agree with the 
frozen-flow solution of reference [4] in the weakly ionized region 
and fall between the results of the frozen and equilibrium theories 
of reference [4] in the highly ionized region. 

11.3.6. Effect of Body Size and Pressure. The heat-transfer rate is 
commonly compared in terms of the parameter q\/ps/lis- "How­
ever, the factor \/ps/Its does not account for all of the effects of 
pa and ft, on the heat-transfer rate. There are, in addition, (i) 
the effect of surface atomic recombination and (ii) the influence of 
ps and Rs on the profiles of energy and species through the tei'ms 
representing the chemical reaction rates (Appendix C) and ther-
malization (Appendix D) in the basic differential equations. 
Effect (i) is discussed in Appendix F, where it is shown that the 
heat-transfer rate is controlled by the factor km\/paR. To in­
vestigate effect (ii), one calculation was performed at pa = 0.01 
atm, and the resulting heat-transfer rate was only 2.5 percent 
higher than the corresponding case of ps = 0.1 atm. From this 

calculation and from the results of Knight [9], effect (ii) is con­
cluded to be negligible for nonequilibrium flow. Therefore, the 
curves plotted in Figs. 6 and 7 can be extended to other pressures 
and nose radii if account is taken of the effect of surface atomic 
recombination. 

I I I . Experiment 

I I I . ] . Determination of Enthalpy 

111.1.1. Basis of Spectroscopic Technique. To evaluate the heat-t rans-
fer rate to a blunt body it is essential to know the enthalpy of 
the test stream, and this was determined in the present experi­
ment: by a spectroscopic technique. The basic principles of 
spectroscopy for plasma are well known (see, e.g., reference [25] J. 
The following two conditions must be met in order to obtain an 
exact value of enthalpy through spectroscopic measurement s: (i; 
the bound electronic states are populated according to the steady-
state distribution [26], and (ii) a relationship must be known 
which gives the enthalpy from the measured electron tempera­
ture. The present spectroscopic technique is based on the results 
of the shock-layer calculations. Calculations of the shock-layer 
flow show that condition (i) is met exactly at one point and condi­
tion (ii) is met approximately in the shock layer; i.e., the en­
thalpy calculated from the peak electron temperature assuming 
equilibrium is approximately equal to the true enthalpy of the 
nonequilibrium flow (see II.3.2.). In the present experiment, 
therefore, the enthalpy was determined specfroscopically from the 
measured peak electron temperature using the approximate rela­
tionship between the peak electron temperature and enthalpy. 

The theoretical calculations of shock-layer flow, and hence the 
spectroscopic technique, depend weakly on the boundary condi­
tions (23) and (26). These boundary conditions are substan­
tiated to the degree of accuracy required by the experimental re­
sults of references [19, 27, 28] together with other unpublished 
spectroscopic data. 

111.1.2. Method of Spectroscopic Diagnosis. To measure the peak 
electron temperature, a 2.25-m Ebert Jarrell-Ash spectroscope 
was focussed on a point in the stagnation region. Two blunt 
body shapes were used for this purpose, i.e., a hemisphere and 
a flat circular disk, both of 2.54 cm diameter. The hemisphere 
was used in the medium-to-high-enthalpy region where the peak 
electron temperature does not differ greatly from the equi­
librium temperature according to theoretical calculations such as 
the one shown in Fig. 5. In the low-enthalpy regime (i.e., less 
than 8 X 10' J /kg) , however, the calculated nonequilibrium 
electron temperature in the shock layer of the hemisphere was 
appreciably different from the equilibrium value. Therefore a 
flat disk was used to provide a larger shock standoff distance and 
hence a larger flow residence time to enable the nonequilibrium 
electron temperature to approach the equilibrium value in the 
low-enthalpy regime. The width of entrance slit of the spec­
troscope was kept below 100 p. and the aperture of the optics on 
the object side was approximately f/50. These optical arrange­
ments enabled one to observe the shock layer with spatial resolu­
tion of less than 200 / j . The maximum in the electron tempera­
ture distribution was found by scanning the focal point across the 
shock layer and selecting the point where the ratio of the intensi­
ties of the lines selected gave the maximum value. 

Electron temperature was determined by three different tech­
niques depending on the regime of enthalpy. For temperatures 
above approximately 14,000 deg K, the electron temperature was 
determined by an ion-atom line ratio method, i.e., by comparing 
the intensities of the 5680NII line with those of 4935NI and 
7468NI. For this measurement, E M I 9558 photomultlplier tubes 
with S-20 spectral response were applied. This method is be­
lieved to give the electron temperature to within ± 3 percent, ot 
the true value [27]. 

For temperatures below approximately 14,000 deg K but 
above 10,000 deg K, the intensities of the 5680NII line were too 
weak to be measured, and therefore only the intensities of 6008X1 
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Fig. 8 Enthalpy ratio versus mass-average enthalpy 
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Fig. 9 Schematic drawing of a calorimeter 

and 7468NI lines were compared [19], i.e., 2-atom line method. 
8-20 phototubes were used for this method, also. Here the 
accuracy is believed to be within ±l."j percent in temperature. 
For the above two methods, the line intensity from the shock 
layer of the hemispherical model was observed. 

For temperatures below approximately 10,000 deg K, more 
careful measurement was necessary because the existence of 
excitation equilibrium was in doubt. For this low-etithalpy re­
gime, therefore, the shock layer of the flat disk was observed in­
stead of that of the hemisphere, and the entire spectrum within 
the wavelength range 4000 A-11,500 A was used to determine 
the electron temperature. All of the atomic line radiations were 
measured with photomultiplier tubes of S-20 and S-l (EMI 
9684) spectral responses and analyzed to form atomic Boltzinann 
plots. The transition probabilities of the spectral lines required 
for this procedure were obtained from reference [29]. The re­
sult showed that excitation equilibrium existed in the low-ioniza-
tion regime, and therefore it was possible to determine the elec­
tron temperature. 

111.1.3. Result of Enthalpy Measurements. The enthalpy H was 
calculated assuming equilibrium exists at the measured electron 
temperature. In Fig. 8 the spectroscopically determined en­
thalpy is compared with the mass-averaged enthalpy Ha,. [1, 2], 
the quotient of the net power input into the arc tunnel (i.e., 
electrical power minus cooling loss), and the gas mass flow rate. 
The approximate ranges of enthalpies for the three spectroscopic 
methods described in I I I . 1.2. are indicated in Fig. 8. The 
spectroscopically determined enthalpies correlate well in the 
high and low-enthalpy regimes, but a relatively larger experi­
mental scatter in the intermediate range appears when the tem­
perature is determined from only two lines. The spectro­
scopically- determined enthalpy H is greater than the mass-
averaged enthalpy Hav because the spectroscopic measurement 

determines the enthalpy along the axis of the arc-funnel flow 
whereas the mass-averaged enthalpy is a bulk value for the entire 
stream that includes the cold boundary layer near the nozzle wall. 
Fig. 8 also shows that the ratio of center-line enthalpy to the mass-
averaged enthalpy is not strongly affected by the cathode-chamber 
pressure of the arc tunnel. 

.111.2. Heat-Transfer Measurements 

The experimental investigation was performed in a constricted-
arc plasma jet [1, 2] which had a constrictor 1.27 cm in diameter 
and 30.5 cm long, followed by a diverging-contoured nozzle of 
area ratio 22 (Fig. 2). 

Test calorimeters were mounted on a support system that could 
insert them into the stream center Hue for prescribed times. The 
calorimeters were shielded from the hot gas during insertion and 
retraction from the stream. 

The heat-transfer rates to the stagnation region of the hemi­
sphere cylinder were measured with a heat-sink transient-type 
calorimeter (Fig. 9). The copper calorimeter slug was 0.475 
cm in diameter and 0.5 cm long. Both calorimeter and shroud 
were either electroplated with a thin layer of nickel or vacuum-
deposited with tungsten. Heat-transfer rates were determined 
from the temperature variation of the calorimeter slug by the 
met hod of reference [30]. 

The stagnation-point pressures were measured with a 2.54-cm-
dia water-cooled hemisphere-cylinder probe which had a 0.318-
cm-dia orifice at the stagnation region connected to a strain-gage-
type pressure transducer. The range of measured stagnation 
pressures was 0.07-0.20 atm. 

Ili.3. Results of Experiments 

Measured heat-transfer rates multiplied by (R/'ps)
l/- for various 

values of total stream enthalpy are shown in Fig. 10. Also shown 
are the experimental results of Hose and Stankevics [6] and 
Pope [3]. As seen in Fig. 10, the present measurements for a 
nickel surface agree well with Pope's data. Compared with the 
measurements of Rose and Stankevics [6], the present data and 
those of Pope [3] are lower, especially in the high-enthalpy region 
where the difference is almost 40 percent. This discrepancy can 
be partially explained by the difference in boundary-layer chem­
istry between the two types of experiments. In the shock-tube 
experiment of Rose and Stankevics [6], the stagnation-region 
pressure was greater than 7 atm so that the flow was in equi­
librium for both ionization and dissociat ion. As seen from Fig. 7, 
one would expect a higher heat-transfer rate from a completely 
equilibrium flow than from the nonequilibrium flow of the ai'c-

(ps - o.i atm) 
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Fig. 10 Heat-transfer rate in dissociated and ionized flows of nitrogen 
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heated tunnel for k\. = 550 cm/sec. The present theory with 
A„ = 550 cm/see and ionically catalytic wall agrees with the ex­
periment to within 10 percent in the mean throughout most of the 
ionized region, suggesting that the theory developed in II is valid. 

Fig. 10 also shows that there is little difference between heat-
transfer rates measured with a nickel or a tungsten-coated 
calorimeter. This is not unexpected because calculated curves 
in Fig. 7 indicate a difference in heat-transfer rate of only about 10 
percent between a noncalalytic surface and a surface having A,„ = 
550 em/sec. Tests with tungsten-coated calorimeters were not 
conducted in the higher-enthalpy region because the calculated 
curves i:i Fig. 7 indicated that the difference in heat-transfer rale 
between tungsten and nickel surfaces would be greatest in the 
lower-enthalpy regime. The present result differs from that of 
Pope [3] who found a significant difference (of 30 percent or 
more) between the heat-transfer rates for solid tungsten-slug 
calorimeters and nickel-coated copper calorimeters under similar 
test pressures. The reason for this discrepancy is not known at 
present. 

IV. Summary and Conclusions 
A theory for the heat transfer at the stagnation point of a 

hemisphere in a stream frozen with respect to molecular dissocia­
tion and relaxing with respect to ionization was developed for 
highly ionized nitrogen. As seen from Fig. 10, the heat-transfer 
rate to the stagnation point of a nickel surface measured in an arc 
tunnel agrees to within ± 1 0 percent in the mean with the calcu­
lations based on the assumption x . = Xe

 = 0 and kw = 550 
cm/see. The agreement between theory and experiment lends 
support to the validity of the theory so that the heat-transfer rate 
can lie calculated with a fair degree of confidence. However, the 
machine computation is difficult. The procedure for finding the 
solutions, as indicated in Appendix E, is extremely tedious and 
time-consuming, mainly because the implicit integration method 
is incompatible with piecewise-linearization techniques. The 
present theoretical and experimental heat-transfer rates are sig­
nificantly lower than those calculated by equilibrium theory or 
those measured in a shock tube. 

The plrysieal phenomena in an ionized boundary layer are dif­
ferent both quantitatively and qualitatively from those in an 
un-ionized, dissociated boundary layer for the following reasons: 
(i) transport coefficients are greatly altered by the ionization, 
(ii) electrons have a high thermal speed and are capable of trans­
porting a large fraction of the total energy, and (iii) a charged 
plasma sheath develops adjacent to the wall. Thus the classical 
concept of dissociated boundary layer should not be extended into 
the regime of ionized boundary layers without considering these 
factors. The present theoretical calculation shows that, con­
trary to expectations, the heat-transfer rate would likely be larger 
for an ionically noncatalytic wall than for an ionically catalytic 
wall. On the other hand, the atomically noncatalytic wall re­
duces the heal transfer, as occurs in an un-ionized flow. The 
lowest heat-transfer rate would most likely occur, therefore, with 
an atotnicallv noncatalytic (Au, = 0), ionically fully catalytic wall 
(X,' = X,. = 0). 

" I ,„ 
• ' J , / 

2.5A n ( (3 
13= 1.34 1 + ^ J/g-deg K (A2;> 

Frozen Prandtl number of an un-ionized gas is approximately con­
stant (see, e.g., Hansen [31]), which is taken to be 0.0 as in 
reference [4], i.e., 

l \ 
A" 

= 0.0 (A3) 

From (Al)-(A3), the viscosity of the un-ionized nitrogen be­
comes, assuming (3/d « 1, 

/x„ = 1.58 X 10-°2'IIS1 0.72 + 1.28/3 
poise (A4) 

Although the un-ionized viscosity jiu varies at T"sl explicitly in 
(A4), the change in /3 makes the overall dependence of fiu on T 
roughly linear, i.e., 

M„ 7' (Ao) 

The effective binary diffusion coefficient D is defined in the 
present work as in reference [4], i.e., 

D-
n±T 

(«,„ + na + ni)mmavma 

The Lewis number of the un-ionized gas is defined as 

(/(,„ + na 4- >ii)Dm,,C,,i 
L : 

A„ 

(A6) 

(A7) 

Reference [4] defines the Lewis number in the same manner as 
above, except that Cpf/Ku of (A7) refers to the fully dissociated 
gas. The difference is considered negligible because the ratio 
Cpf/K.u changes only by 20 percent in the transition from molecu­
lar to atomic state. Thus, as was done by Fay and Kemp [4], 
the Lewis number is taken to be 0.6, i.e., 

L = 0.6 

From (A3) and (A8), the Schmidt number becomes 

*-% 
1 

(A8) 

(A9) 

A.2. Ionized Nitrogen 

The nitrogen plasma is considered to be a binary mixture of 
heavy-particle gas and electron gas. The viscosity can lie 
written in the form [32] 

M = M„ •y 'lb 
»h 

L 
T 

(T <*f? + (1 )V2 a) V n*' (A10) 

" J2meT ®ch 
1 - a ImJ', l\h 

+ 1 

Appendix A, Transport Properties 

A . l . Un-ionized Nitrogen 

When nitrogen is not ionized, its thermal conductivity Ku can 
be approximated by [4] 

0.72 + 1.28/3 
A'„ = 3.52 X 10~6r»-« H, W/cm-degK (Al) 

1 + p 

Because the vibrational mode of molecular nitrogen is assumed 
to lie fully excited (see equation (27)), the frozen specific heat at 
constant pressure for the un-ionized nitrogen, Cp/, can be written 
approximately as 

In (A10), mh is the average mass of the heavy-particle species, 
and ileel fiei, and 07Jl are collision integrals [32] that are weak 
functions of temperature alone. Assuming flee, fi,,„ and 0Wl are 
constant, the ratio jx/p.v becomes a function only of the parameter 
a\/rfe/T in a weakly ionized regime, i.e., 

M„ 
: F(aVre/T; 

Combining with (Ao), one obtains 

(Al l ) 

(A12 
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Fig, 11 Viscosity of equilibrium nitrogen 

1.0 

A.3. Approximations for pp and p^/p 

It is known [24) that the solutions of the boundary-layer equa­
tions are only weakly dependent on pp parameters. If these 
parameters are evaluated correctly at two extreme points of inte­
gration, i.e., t\ = 0 and rj = }/,, the details of the shape in the 
variation of these parameters do not affect the solution appre­
ciably 124]. Therefore, the following arbitrary approximations 
are made 

PM 

P»M< 

PP-u 

P<P„, 

P,rP,r 
+ p„,u„. 

p.,,".!. 

P »."««; 

( • •US) 

(A19) 

The parameters pwpj(p,ps) and pu:pmJ(p,pus) in (A18) and (Alii) 
are evaluated from the wall and shock conditions through the use 
of (A4) and (A13). 

The density ratio pa/p appearing in equation (7) is approxi­
mated by 

The functional relation (A12) for the special case where T = 7',, 
is shown in Fig. 11 for the experimental work of reference [33] 
as summarized by Deflienzo and Fallone [5|. As seen from Fig. 
11, the viscosity can be approximated by 

2.66 X 10-' X 13.3-"'/', poise (Al2«) 

when rl\ = T for p ~ 1 atm. By generalizing to the nonequilib-
rium (Te ^ T) case according to (Al l ) , the viscosity of non-
equilibrium nitrogen is obtained from 

p. = 1 3 . 3 - a V ^ / r M u (A13) 

where JLI„ is given by (A4). In view of the fact that (A 12a) de­
scribes the viscosity of equilibrium nitrogen over a wide range of a 
as shown in Fig. 11, (A13) is assumed to hold even in a highly 
ionized regime. 

The present concept of binary mixture of heavy-particle and 
electron gas is the basis also for deriving the energy equations 
(24) and (32). The partial thermal conductivities Ke and Kh of 
equations (24) and (32) are [34] 

K„ \ T 1 

a A„ <Jhh 1 ?/(,,/,, 
(A14a) 

(A146) 

p ? 

P p, LP„ 
I -

p,. 
(A20) 

Appendix B, Expressions for Diffusion Flux 
The diffusion velocities V • for the four species concerned are 

related by the following.set of equations [20]: 

j i , dp • 
Z_, m^jVjk^k ~ I'y) = —' + "JXJ 

£>!l 

where mJt is the equivalent mass 

»'j + '«A-

(Bl ) 

(B2) 

In order to simplify the analysis, the cross sections are assumed to 
be related by 

3 
— o-,-, (B3) 

(B4) 

The Coulomb body forces, A', for ions and A'e for electrons, are 
equal in magnitude but opposite in sign. With the use of (B3) 
and (B4), «7 Vj are then detei'mined from (B1) as follows: 

Here aeh and ahh are collision cross sections between the species 
indicated, and ahi is the cross section for heavy-particle ion col­
lision. KL is the thermal conductivity as given by Spitzer [35] 

n,„V„ 
nama dp,, 

A'/, 
1.84 X 1()-'27V-5 

hT(A) ' 
w 

cm-deg K 

wher 

A = 1.24 X WTS-snr 

(Al; 

(Al5«) 

n„y„ = 

pi)i,navma dy 

namm i>pa 

pmm„v,„„ dy 

n„m d 
n.-Vj = nrV, = - — (Pi + pe) 

Pmmavma ".V 

(Bo) 

(B6) 

(B7) 

A further .simplification is introduced in (Al4«) and (A146) by-
assuming [32] 

2cre,, = ahi = ahh 

which is valid within the degree of uncertainty [32] in these values 
involved. Then equations (Al4a) and (A146) can be written as 

K„ 

K, 
a + 0.0044(1 - a) 

K„ 

*1 
Ku 

1 - a 

(A16) 

(A 17) 

The diffusion coefficient I) is related to i>,„„ through (A(i). 
Therefore, v,na in (B»)-(B7) can be eliminated so the residing 
expression will contain the, diffusion coefficient D instead. The 
diffusion flux of dissociated species (i.e., neutral atoms and 
atomic ions) and the diffusion flux of ionized species can now be 
written as 

pfiVp == manaVa + m-riiVi 

-">(' + ' + *• D^sfif ' ,a" 
paVa = mjrijVj + >neneVe = 
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pD ( 1 + (j + 2a -" 
1 + 0 d /p.- + p 

i>y 
(B9) 

Appendix C. Ionizing Reactions 
In equation (21), the rale of change of ion density by the ion­

izing reaction \Va is expressed intuitively as consisting of two com­
ponents II"al and Wa., representing the collisional rate and radia­
tive rate, respectively. A careful examination reveals [36] that 
such a division is possible only if (i) the plasma is optically thin, 
and (ii) all the excited bound electronic states are populated 
according to a quasi-steady-state nonequilibrium distribution 
[26]. These two assumptions are made on the ground that (i) 
because of low pressure, all radiation, both line and continuum, is 
approximately optically thin except for the resonant lines which 
can be assumed to be fully absorbed and hence do not contribute 
to the collisional-radiative process, and (ii) the process behind the 
shock wave is slow compared with the time required to establish 
the quasi-steady-state bound-state distribution. 

Under the assumption of quasi-steady-state excitation, the ef­
fective forward and reverse rates in a collisional process are re­
lated [37] by the equilibrium constant, i.e., the Saha function. 
Therefore, it is justifiable to write the collisional rate Wm as 

Appendix D. Energy Transfer Between Electron and 
Heavy Particle (Thermalization) 

In the RHS of equation (24), the second term represents the 
rate of energy transfer from heavy particles to electrons. Its 
summation extends over all three heavy species, i.e., molecule, 
atom, and ion. The collision frequency between electron and 
atom pea is calculated from the work of Yos [32] as in reference 
[40]. The electron-ion collision frequency, vei, is calculated by 
Spitzer's formula [351. The electron-molecule collision fre­
quency is deduced from references [41] and [42]. These ref­
erences show that the effective electron-molecule collision fre­
quency is one order greater than that for electron-atom collisions. 
Consequently atm is assumed to be equal to 10<xe(r The first term 
on the RHS of (25) can be written as 

3 Ii, E n*. 
— vrj = 0.435 X 10 5 p s ( a tm) ( 

•) !•'„ j= l nij 

Ii, 
X — X I 1.27 Vde (2.5 - a - 1.5,3) + 0.362 ^ r | (D1 

in which A is defined in equation (Alike). 

Y««3 I — - 1 • I, (c i ) Appendix E, Computational Procedures 

where y is the recombination rate coefficient and nat is the equi­
librium-atom density defined by the local electron density and 
temperature through Saha equation 

« / Z„ / hj__ 

2 Z, \27rwsA'7' 
(C2) 

In the range of conditions concerned, p ~ 0.1 atm and 3000 < Te 

< 16,000 deg K, the ratio Zn/Z,- is a weak function of electron 
temperature. I t is approximated by the constant 1.88 which is 
the value at p = 0.1 atm and T, = 12,000 deg K. The rate 
coefficient y is shown by Park [27, 37) to be approximately 

y = 1.16 X Hr 2 6 j — 
* 10.000 

(C3) 

When (C2) and (C3) are substituted into (01), and when the di-
mensionless quantities a, 13, 0, and 9, are introduced, the first: 
term on the RHS of (22) becomes 

A'.»i„M'„, Ii, 
— — - ' = 15.1 -

2Vo,p v„ 

p (atm) 

.(1 + 0)6 + 2<xdt, 

f „ (1 + 0)d + 2a6f n ... 
X \W - a) - — - 7 — — X 0.727 X lO^'-Y-"' '»> - a* p. (atm) 

(C4) 

The radiative recombination rate for optically thin nitrogen is 
derived from references [38] and [39] and approximated by 

5.69 X 1 0 - " 
cm6 sec" (05 

In terms of the dimensionless quantities, the second term on the 
RHS of (22) can be written therefore as 

H,»iaWa, __ 6.07 X K)3 p, (atm) <xHts 

2c„p Vd, ««[(! + (3)0 + 2a6,\ 
(06) 

The sum of the two terms (C4) and (06) is much smaller than 
the diffusion term in equation (22) for the weakly ionized regime 
but is of the same order or greater for the highly ionized region. 

The solutions to the set of differential equations (7), (13), (22j, 
(25), and (33) satisfying the boundary conditions (8), (9), (17), 
(18), (23), (26), (34), (35), (37), and (38) are obtained nu­
merically through four steps. From the initially assumed value 
of free-stream enthalpy, va is determined by (3). The Rankine-
Hugoniot relationship gives the heavy-particle temperature be­
hind the shock corresponding to the assumed free-stream condi­
tion. From the heavy-particle temperature and the enthalpy the 
transport properties behind the shock wave are calculated. From 
these, the values of fs is determined by (10a). 

As the first step, the momentum equation (7) is integrated. 
A Newton-Raphson iteration technique is applied and the integra­
tion is repeated until (9) is satisfied. The value of -q where (9; 
is satisfied is then defined as yjs. 

In the second step, the first approximation to the dissociation 
equation (13) is obtained by neglecting the RHS of (13). 

In the third step the solutions for a, B„ and d are found by in­
tegrating (22), (25), and (33) along with (7) and (13). The 
values of aw, 8em and 6,J are first estimated, from which aj and 
0ev,' are determined through (37) and (38). With these wall 
values, the numerical integration is started. At rj = 77,, the 
enthalpy of the gas is calculated from the local values of as, (3„ 6r.. 
and 83, using equation (30). aE is calculated from the enthalpy 
and pressure, which is then compared with the computed local 
value of a,. If a, and aE do not satisfy condition (23), or if 0,. 
does not satisfy (26), the iteration continues. When both (23; 
and (26) are satisfied, the values of p, and pm used in the com­
putation are compared with the more realistic values based on 
the newly computed values of as, 6a, and 8S. If they are dif­
ferent by more than 5 percent, a new set of values of ps and /x,u are 
computed from the values of a,, 0M, d„ and calculation continues. 

In the fourth step, the more exact solution of the dissociation 
equation (13) is obtained by including the RHS of (13). The 
RHS of (13) is calculated from the solutions obtained from 
the previous three steps. When the solution is found from the 
above four steps, J>„ is recalculated from the final enthalpy value 
and the heat-transfer rate is calculated from equation (41). 

The numerical integration of the differential equations in steps 
1-3 is accomplished by the use of an implicit scheme [14]. The 
implicit method was necessary because of the "stiffness" [14] 
of the ionization equation (22). The stiffness of the equation pre­
cludes [15] the solution of the problem by conventional methods 
such as that by Fay and Kaye [16]. The strong nonliuearity ol 
the ionization equation (22) presents another formidable difficulty. 
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Fig. 13 Effect of catalycity, body size, and pressure on recombination 
heat-transfer rate 

In the present computation, the degree of nonlinearity is approxi­
mately equal to l/6e and has values between 10 and 100. Unless 
the selected wall values are within close proximity to the correct 
values, the integration would not reach q = t\s before the de­
pendent variables diverged to ±co. That is, the "corridor" of 
the solution is very narrow. Because of the narrow corridor, it 
was extremely difficult to provide an iteration scheme (e.g., for an 
IBM 360) that would improve the necessary wall values sys­
tematically. Therefore, the solutions were obtained by a con­
versational time-sharing computing system. The advantage of 
a conversational computing system is that the iteration procedure 
need not be programmed because the operator can select a new, 
more realistic set of wall conditions judiciously by inspecting the 
old results. 

Appendix F, Effect of Varying Surface Atomic 
Recombination Rate Coefficient, kw 

The effect of varying kw on heat-transfer rate is calculated ap­
proximately assuming the ionization to be in equilibrium, T = Te, 
and dissociation to be frozen. The solution of such an equi-
librium-ionization, frozen-dissociation model can be easily ma­
chine-computed by the Eunge-Kutta integration method and 
thereby eliminate the need to solve the stiff rate equation. With 
this simplified model, values of qw were computed for various 
stagnation pressures and nose radii. 

Fig. 12 compares the result of the equilibrium-ionization, 
frozen-dissociation calculations with that of the exact solution 
described in the main text for kw = 0 and fc,„ = co. The simple 
model yields correct heat-transfer values in the weakly ionisted 
regime, but somewhat lower values in the highly ionized regime. 
The difference between the two extremes, q(kw = °>) — q(kw = 
0), given by the simple model agrees approximately with the 
exact calculations. Therefore, despite the fact that the ioniza­
tion thermochemical nonequilibrium effects are ignored, the 
simple model can be used to calculate the contribution of surface 
atomic recombination approximately. 

The results of the simplified computation are shown in Fig. 13. 
The contribution of surface atomic recombination to the total 
heat-transfer rate is determined mainby by the parameter 
k,c\/psR as for un-ionized, dissociated gas, so that 

q(K = 0) 
q(kw = co) - q(kw = 0) 

F(kwVpJi) 
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The Effects of Upstream lass Injection on 
Downstream leat Transfer 
The present study was performed in order to determine the effects of upstream mass in­
jection on downstream heat transfer in a reacting laminar boundary layer. The study 
differs from numerous previous investigations in that no similarity assumptions have 
been made. The complete set of coupled reacting laminar boundary layer equations with 
discontinuous mass injection was solved for this problem using an integral-matrix 
technique. The effects of mass injection on heal transfer to both sharp and blunt-nosed 
isothermal/tat plates were studied for a Much 2 freestream. The amount of injection 
and the length of the injected region were varied for each body. Heat transfer rates were 
found to decrease markedly in the injected region. A sharp rise in heat transfer was 
found immediately downstream of the region of injection followed by an asymptotic ap­
proach to the heat transfer rates calculated for the case of no injection. An insulating 
effect ims found to persist for a considerable distance downstream from the injection 
region. The distance required for this insulating effect to die out was fomul to depend 
on the length of the injection region as well as the rate of injection. 

Introduction 

I HE present investigation was undertaken in order 
to determine the effects of upstream mass injection on the down­
stream heat transfer in a supersonic laminar boundary layer. 
High velocity lifting entry vehicles require considerable ablation 
or mass injection cooling in the stagnation region in order to over­
come the large heat transfer rates produced by the severe thermal 
environment during entry. This injected mass remains in the 
boundary layer as the flow accelerates around the body. How­
ever, additional mass injection or even thermal sampling may be 

Contributed by the Heat Transfer Division for publication (with­
out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division, July 17, 1969; revised manu­
script received March 25, 1970. Paper No. 70-HT-L. 

taking place on the afterbody of the vehicle. Therefore, it is de­
sirable to determine to what extent the insulating properties of 
the upstream injection persist downstream in the boundary layer 
flow. 

The laminar boundary layer with mass injection has been the 
subject of numerous investigations in the past. Most of these 
studies have treated flow in the region of injection and flow over 
an impermeable surface downstream from the injection region as 
two separate problems. The solutions obtained required match­
ing solutions at the interface between the injection region and the 
impermeable region. 

Solutions for the injected region have usually been of the 
similarity type. Such a solution was obtained by Low [ l ] , 1 who 
performed a classical similarity analysis for the compressible 

1 Numbers in brackets designate References at end of paper. 

•Nomenclaiure-

c = product of density and vis­
cosity' normalized by their 
freestream values 

Cp — heat capacity 
da, f/i, d, = finite difference coefficients 

defined in reference [7] 
Dv> = binary diffusion coefficient 

/ = stream function 
G = dummy variable 
g = the velocity ratio specified at 

a control node 

/i = static enthalpy 
Ut = total enthalpy defined by H, 

= h + «2/2 
A' = thermal conductivity 

A", = mass fraction of the j'th 
species 

» i , = p„.vw = mass rate of injection 
A" = number of nodal points 

across the boundary layer 
A",,r = Prandtl number = Cpn/k 
Ar

ac = Schmidt number = \x!pD\-i 

V 
Qnb 

r. 

static pressure 
local heat transfer rate for 

the zero injection case 
(Btu/sec-ft2) 

stagnation point heat trans­
fer rate 

local wall heat transfer rate 
local radius of curvature of 

the surface 
streamwise distance mea­

sured along the bocry 
(.Continued on next page) 

Journal of Heat Transfer AUGUST 1 9 7 0 / 385 Copyright © 1970 by ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



laminar boundary layer with continuous fluid injection. This 
solution has often been cited as the "exact" solution and has 
usually formed the starling point for studies of flow downstream 
from an injection region. However, similarity requires the rather 
restrictive assumption that the rate of coolant injection, mw, be 
proportional to some power of the distance from the leading edge. 
Otherwise, boundary conditions cannot be transformed properly. 
In the case of reference [1 | , the power was ( — 1/2). This as­
sumption is obviously questionable in many physically realistic 
cases. 

The downstream region has been studied mainly by use of the 
Karman-Pohlhausen integral approach. Rubesin and Inouye [2] 
used this method with a seventh-degree polynomial approximation 
to the velocity and temperature profiles. They matched their pro­
files to Low's solution at the interface by assuming the shear 
stress and boundary layer thickness to be continuous at the junc­
tion. Libby and Pallone [3j used sixth-degree polynomials but 
introduced additional parameters to insure continuity of mass, 
momentum, and energy at the interface. The profiles were 
allowed to change discontinuously at the interface but the pa­
rameters were not made functions of distance. The solution is, 
therefore, valid only for a short distance downstream from the 
injection region. 

Howe [4] used a finite difference scheme in the downstream re­
gion but again matched to Low's solution at the junction. In 
comparing results with those of Rubesin and Inouye as well as 
Libby and Pallone, significant differences were found among the 
solutions. All three of the above investigations studied the rise 
in wall temperature along an insulated plate. Howe's results fell 
in between the optimistic results of Libby and Pallone and the 
more conservative findings of Rubesin and Inouye. 

Libby [">] took a somewhat different approach by treating the 
effect of mass transfer as a perturbation of the Blasius solution. 
The resulting eigenvalue problem yields closed form solutions 
once the eigenvalues and eigenfunctions have been obtained. 
Several calculations using this method have been compared with 
the results of the current study and will be discussed later. 

Pallone [6] has also studied wall temperature rise along an in­
sulated plate, using Low's similarity solution in the porous region. 
The analysis is significant in that it more nearly follows the 
method of integral relations used in the present investigation. 
Instead of integrating across the whole boundary layer, as is done 
in ihe Karman-Pohlhausen approach, the boundary layer was 
divided into N separate strips. Integration of the governing 
equations was then performed across each strip, using a poly­
nomial to represent the integrand over each individual strip. 
This resulted in far greater accuracy than is possible with the 
more gross momentum-integral approach. The resulting ordi­
nary differential equations were integrated numerically and the 
results compared well with Howe's finite difference results. 

The present investigation differs from the previous studies in 
several respects. First of all, many of the restrictive assumptions 
of previous investigations have been relaxed. No similarity has 
been assumed for the region of injection, thus allowing specifica­

tion of arbitrary distributions of mass injection. For the case.s 
considered, mass injection was taken to be constant over the first 
portion of a planar body, followed by a region of no injection. 
The complete nonsimilar, compressible laminar boundary layer 
equations have been solved for both the injection and impermea­
ble downstream regions by use of the integral-matrix technique 
[7]. This method is a recent outgrowth of the method of integral 
relations [8]. The effects of mass injection on heat transfer to 
an isothermal plate were studied. Both sharp and blunt-nosed 
configurations were considered and the results compared. 

Analysis 
The equations that govern the physical system under con­

sideration are the two-dimensional, steady-state, reacting, lami­
nar boundary layer equat ions as follows: 

Continuity 

d d 
— (pit) + — (pv) = 0 
ds dy 

Streamwise Momentum 

du 
pu 

ds 

du dp c 
pv + = , M 

dy as dy \ oy 

du 

Normal Momentum 

Species Conservation 

dK, 

pu' 

pu 

Energy 

5 / / , bH, 
pu — (- pv 

ds 

ds oy 

d^ 

dK,: _ d_ I dK, 

dy dy \ " dy 

d(u\/2) dT 
M — r 1- «• - 7 -

dy dy 

(1) 

t'2) 

(3} 

(4) 

d / d/i'A 
+ — pDnilh - h,) — (5) 

<>y \ <»J / 

where K ; is the mass fraction of the tth species, Dn is the binary 
diffusion coefficient, p is the mixture viscosity, A- is the thermal 
conductivity, and H, is the total enthalpy. 

Thermal diffusion has been neglected and no internal genera­
tion of species has been assumed. The radius of curvature, rc, is 
assumed to be large compared with the boundary layer thickness. 
Therefore the pressure gradient term appearing in equation (3) is 
approximately equal to zero. It may then be concluded that 
there is no normal pressure gradient, and the pressure becomes a 
function of streamwise distance only. In all cases of interest in 
the present study the system was assumed to be air, a mixture of 
78.8 percent N-i and 21.2 percent 0 2 by volume. The species 

•Nomenclature­

s', = distance from leading edge 
(feet) 

T = static temperature 

« = velocity component in the 
streamwise direction 

v = velocity component normal 
to the surface 

A"i, A'a,] _ coefficients involving trun-
A'3, A"4 J cated Taylor series defined 

in reference [7] 
y = distance measured normal to 

the body 

Zi, Zi,\ _ coefficients involving trun-
Z-i, Zi \ ~~ cated Taylor series defined 

in reference [7] 
a„ = normalizing parameter 

(3 = pressure gradient parameter 
defined by equation (13) 

;; = transformed coordinate nor­
mal to the surface 

p, = viscosity 
p = density 

6 = local surface angle of leading 
edge 

£ = transformed 
ordinate 

streamwise co-

Superscripts 

' = 'denotes partial differentiation with 
respect to r\ 

Subscripts 

co = boundary layer edge 
i = /th chemical species 
g = subsurface gas 
I = Mi streamwise station 

n = rath nodal point from the surface 
w = wall 
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equation has been included for completeness. However, for the 
temperatures of interest here, there is no significant dissociation 
and the effects of diffusion are small. 

The boundary conditions for the governing equations are as 
follows: 

(i) «„, = 0 
(ii) thw = pwvw, a given function of * 
(iii) Tu, = a given function of s 
(iv) uj = TJ = K(J = 0 
(v) Edge conditions are specified functions of s, i.e.: «„(«), 

PJA r„(s), KUs) 
(vi) The boundary condition on the diffusion equation is de­

termined from a mass balance at the wall, i.e.: 

/ « „ ( « : , • . - A ' , - . ) + ( P A . ^ ^ = O 

where subscript "to" denotes the wall (i.e., y = 0) and subscript 
"g" denotes the injected (or generated) subsurface gas. In 
boundary condition (vi) the quantity Kig is the mass fraction of 
the subsurface gas and is specified. The transport properties are 
treated by the method of reference [9] with slight modifications 
reported in reference [7]. 

Transformations. A modified Levy-Lees similarity transforma­
tion is used with nonsimilar terms being retained in the equa­
tions. The transformed variables, -q and £, are given by (7]: 

p(y)dy 

(6) 

(s)pjs)pjs)ds 

The quantity a7 /(£) is a stretching parameter the value of which 
is determined during numerical integration. I t is used to keep 
the boundary layer thickness relatively uniform in the trans­
formed plane. The use of this parameter is a numerical con­
venience in that a uniform placement of nodal points across the 
boundary layer nuiy be set a priori for all problems. The quan­
tity a H (£) is determined by specifying the velocity ratio at a cer­
tain nodal point, rjc, in the boundary layer. 

where 

/'k = »/'k 
/ ' = aHu/ua, 

(7) 

A good choice has been g = 0.80 at the oth of seven nodes. 
A stream function is also defined and is given by: 

f ./„ 
Jo "° 

- (It, (8) 

Applying these transformations to equations (2), (4), and (5) 
yields the transformed equations: 

Momentum 

ff" 
cf" 

8 

= 2 / 

2 P? 

P 

df 
d i n f 

_ / ' 2 

0/ 
u In £ 

f>i 
. d In <xh 

rflnT 

Species 

AY + 

Energy 

aH^\e 
K,' n : as a* 

(9) 

(10) 

HI uj + o, T, + *i _ cf 
a„- A „ r Ahc .Y5(, . 

' a£ e>£ 
( i n 

where ' denotes — 
a?; 

md 

c = pn:p„fix 

8 = 2 
rf(ln uj 

d (In £) 

(12) 

(13) 

The quantity 8 therefore is a pressure gradient parameter. The 
boundary conditions are likewise transformed to give: 

J 0 pro«coMc 
/ lc = - ( 2 J ) ~ ' / 2 i ^ ^ - " - (14) 

/ „ ' = 0; fj = a„; ff = 0: II, J = K if = 0 

w„(2g)'.''' 
(K<u Iff -

Q';,.Vac 

Kf = 0 

The quantifies Hlw, IIto, and A"icc, are specified functions of £. 
Integral Matrix Procedure. The method of integral matrix 

analysis is discussed in detail in reference |7 | . Only the es­
sentials of the method are presented here. First the transformed 
equations are put into integral matrix form. The details of this 
procedure are presented only for the momentum equation. The 
handling of the species concentration and energy equations is 
completely analogous and is therefore omitted. The transformed 
momentum equation is: 

ff" + 
cf" 

+ 0 [ <*„' ~ 
P 

df' 

d In 

/ -

df d In a„ 

d In £ ' d In £ 
(1.8) 

The boundary layer is divided into A"-l strips at each stream-
wise station, .?. These strips are bounded by Ar nodal points. 
In the final numerical solution A" = 7 has been used. The points 
are designated rjn where n = I at the wall and n = A" on the 
boundary layer edge. 

Let 6„ represent any of the quantities /(>;„), /'(»/„), /"(>)„), 
orf'"(rj„). Then (?„Ti can be related to G„ by means of a Taylor 
series expansion about 7]n: 

G„+i = Gn + G„'8r, Gn ' - ^ r - -r Gn — 

_|_ G„"" —— H (19) 

where by] = r,„+1 ~ )j„ 
The highest order derivative of the dependent, var iable /which 

appears in the boundary layer equations is / ' " . Therefore, the 
series is truncated at the next highest derivative, / " " . The 
q u a n t i t y / " " is considered to be constant between ij„ and TJ„+I-

/"" = 
fnW" ~ fn" 

s7 " 
(20) 

Thus truncated Taylor series expansions for /„ , /„ ' , /„" , can be ob­
tained as an implicit set of relations giving /„+i, /„+/ , ,/'„+i", 
a n d / „ + i ' " as functions of i). This is known as a "spline tit" and 
serves the same purpose as finite difference relations in usual 
numerical analyses. However, in this case the functions join in a 
continuous manner at the nodal points, thus requiring fewer 
nodes for the same relative accuracy. The variables H, and A",-
are treated in the same manner. 

Derivatives in the streamwise direction are represented by con­
ventional three-point backward difference relations. 

The momentum equation can be integrated at constant £ across 
each strip to obtain equations of the form: 
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f" //"' 
J n~i 

'"drj + + /3a„2 — d'q 

-'Z , , ' d In t 
drj (21) 

The integrals are then integrated by parts and the remaining 
integrals expanded in Taylor series. For example: 

f 
*J n -

mr f'Gdrt = fn'G8r, - (./'„'(?' + /„"(?) — 

(fn'G" + 2/„"G' + /„ '"G) - ^ 

(/„'&"" + 3/„"G" + 3/„'"G' + / „ " " G ) 
(87,)* 

+ (4/„"G'" + ()/„'"(?" + 4/„""G') ~ ^ -

(5)7 )6 (5)7 )7 

- (10/„ '"G'" + 10/„""G") ^ f + 20/ '„""G'" —',- (22) 
C! 7! 

where G may be any dependent variable. The same truncation 
criterion has been applied as in previous Taylor scries expansions. 
An analogous procedure can be applied to the integrals of the 
streamwise derivatives by incorporating the finite difference 
approximation. 

It remains to ev: aluate I -
Jn-i f-

— dr,. This is done by approxi-
- i P 

mating pa/p as a cubic between n — 1 and a. The four coef­
ficients are evaluated by matching the cubic approximation to the 
value of pm/p and (pa/p)' at adjacent nodal points. The func­
tion can then be integrated exactly across the strip to give: 

f 
*J n-

- dV 
A. + fl= 
P Pn-

5)7 

9 

P^Pn 

P.," 

Po=Pn-l 

12 
(23) 

This approximation will not be quite as accurate as the preceding 
ones since the derivatives are not necessarily continuous at each 
node. 

Substituting all these relations into the momentum equation 
yields: 

cf" 
+ /'((! + d0)f+ (/,/,_! + f/2/,_2) 

P , + P 

L\P„ 

5V /PnPn 

Pn-l/ 2 V p„2 

1 + /3 + th -

PcvPn-l 

P.,-!2 

rfiOffu + (to;;,., 

12 

X lfn'Xl + /„"A'2 + / „ ' " A 3 + Jn-t'"Xi} 

- 2 [ / „ % + fn"Z-, + f,,"'Z:t + /„_1 '"Z4] = 0 (24) 

The X's and Z's are defined in reference 17] and are convenient 
groupings of the coefficients in the Taylor series expansions. 

Matrix Solutions Procedure. A procedure analogous to that above 
is applied to the species conservation and energy equations. The 
resulting matrix of equations for a binary mixture contains 3(A'~ — 
1) conservation equations over the A'" — 1 intervals, 7(N — 1) 
Taylor series expansions, 10 boundary conditions, and the aH 

constraint. These contain ION + 1 variables, i.e., the primary 
variables/, H„ and Kt and their derivatives at each nodal point, 
and aH. These equations are solved through use of a generalized 

Newton-Raphson iteration procedure. The linearized momen­
tum equation becomes: 

M" Ac _ _ + __ 

+ / ' ( ! + ds)Af 

+ ((1 + </o)./' + f/i/i-i + f/2/i_2)A/' 

P^Pn 

Pn 

+ /3a„ 

PcoPn-l 

Pn-l1 

Pjc_ 

Pn-l 

- /3a / ;
2 — - — 

$y p,! 
1 + -r — 

•> Pn 

P» 

Pn 

(Srjl 
6 

Ap„ - /3<v 

5>) 

&v 

l -
5)? p„_ 

P„-i 

1 

XAl'n' ' 

diOin,.! -

Ap„_i + @a,fp, 

6 d0 

P„-r 2 

(5y)'! M p / _ A p ^ v 

12 \ p „ 2 ~~ ' 

(A «//<_, + d-.an, 

Pn-r 

A'-.A/„" + A-3A/„'" + A'4A/„_,' 

diam_ 

a„-

•+- /„_i'"A'4lAa„ 

[/,,'A'i +L"X-i + / „ ' "A ' : l 

2[Z,A/„' + Z-,Af„" + Z3Afn'" 

+ Z,A/„_,'"1 = - e r r o r (25) 

The quantity "error'' is simjjly the momentum equation (24) 
evaluated after the previous iteration. Similar expressions may 
be derived for the species and energy equations. 

The solution for this set of equations has been programmed 
for digital compulations [ 10]. Convergence has been found to be 
very rapid, usually in three to four iterations for the first stream-
wise station. Downstream stations converge in one or two 
iterations since the upstream solution is used as a first guess for 
the next point downstream. 

Results and Discussion 
Calculations have been performed for several planar bodies 

with air into air injection. Plates of one and five-foot lengths 
with both sharp and blunt leading edges have been considered. 
Free-stream conditions were held constant for all cases with M„ 
= 2.0, P „ = 0.0428 atm, and 7'ra = 1442 deg K. Furthermore, 
only isothermal surfaces at 750 deg R were considered. Results 
are presented in graphical form with qw/qBt as the ordinate, where 
qw, the local heat transfer rate at the wall, is given by 

<7„ = 
5 7 ' „_, DKi 

k— + PDn Y,h< " 7 -
£>y i dy 

— ihjiw + mjiy (26) 

where hw is the enthalpy of the gas at the wall temperature, Tu. 
and hg is the enthalpy of the gas injected beneath the surface. 
For the purposes of this investigation hg was taken to be zero at 
the reference temperature 2'„ of 298 deg K. 

The quantity qv. is the amount, of heat which would have to be 
removed internally in order to maintain a constant Tw of 750 deg 
R. The quantity q3t is the heal transfer rate at the stagnation 
point for the case of no injection. In cases of plates with sharp 
leading edges, qai is the stagnation point, heat transfer for a 
geometrically similar body with a blunt leading edge. For the 
problem at hand qat has been computed to be 24.55 Btu/sec-fl,2 

for the 1-ft plate and 10.98 Btu/sec-ft2 for the 5-ft plate. 
These values compare well with those of 23.87 Btu/sec-ft2 and 
10.68 Btu/sec-ft2, respectively obtained by using Fay and Rid-
dell's [11] correlation. In both cases the stagnation point ve­
locity gradient, was computed by a curve fit of pressure data as 
explained later. The corresponding nose radii were 0.1 and 0.5 
ft, respectively. 

Figs. 1 through 3 present the results for 1 and o ft plates 
with sharp leading edges. In each case, the injection is dis­
tributed over the first 10, 20, and 40 percent of the plate length 
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Fig. I Heat transfer to a 1-fi sharp plate with large rates of injection 
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while holding the total muss of injectaut constant. It is observed 
that increasing the total mass of coolant injected in successive 
cases decreases the heat transfer but leaves the shape of the 
curves relatively unchanged. In the injection region, the heat 
transfer is observed to decrease relative to the no injection case as 
the distance from the leading edge increases. This is followed 
by a sharp rise in heat transfer immediately downstream from the 
point where injection stops. The mathematical model actually 
predicts a discontinuous jump in heat transfer at the termination 
of injection. This is due to the fact that no internal heat eonduc-
t ion is permitted in the isothermal wall. In reality, such conduc­
tion would occur and the wall could not be hold exactly at a con­
stant temperature. The curves have been drawn smoothly to a 
cusp as a compromise at this point. 

It can be observed that the length needed for recovery to the 
zero injection heat transfer rate depends on the length of the in­
jection region as well as the coolant injection rate. As the length 
of the injection region increases, so the distance required for re­
covery increases. The physical reasoning behind this fact is as 
follows: the persistence of any insulating effect downstream 
from injection is due to the presence of extra mass in the bound­
ary layer. This mass causes both a thickening of the boundary 
layer and an increase in the total heat capacity of the boundary-
layer. Furthermore, the boundary layer naturally grows with 
distance from the leading edge at a rate roughly proportional to 
s;/"

2, where sL is the distance from the leading edge. Thus, at 
points downstream from injection cutoff, the boundary layer will 
be thicker and grow more slowly than at points upstream. There­
fore, the extra thickening due to injection dies out more slowly 
at downstream points than at points near the leading edge. In 
this way, the heat blockage due to injection can persist for greater 
distances when the injection region is longer. 

Comparison of results for the 1 and 5-ft plates shows the 
lack of any direct scaling. This is due to the highly nonlinear 
equations that describe the system. The boundary layer thick­
ness does not scale directly with the geometric dimensions. Thus 
the 5-ft plate is more strongly affected by proportionately equal 
mass injection than is the 1-foot plate. Fig. 4 presents the 
same results as Fig. 3 but in the form of a ratio of heat transfer 
with injection to heat transfer with no injection. 

Figs. 5 and t> show typical velocity and temperature profiles. 
The profiles in the injection region show a basic difference from 
those downstream in that the injection region profiles exhibit, a 
reverse curvature near the wall. Injection rates large enough to 

Fig. 2 Heat transfer to a 5-ft sharp plate with moderate rates of injection 
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Fig. 4 Reduction in heat transfer to a 5-fl sharp plate with large rates of 
Fig, 3 Heat transfer to a 5-ft sharp plate with large rates of injection injection 
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Fig. 5 Velocity profiles along a 5-ft sharp plate with injection W„ = 2.0; 
va = 3660 ft/sec; pco = 0.0428 atm. Injection cutoff at s = 1.0 ft. 
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Fig. 6 Temperature profiles along 5-ft sharp plate with injection Mm = 
2.0; Tra = 1442 deg R; T« = 750 cleg R. Injectio n cutoff at s = 1.0 ft. 

cause negative heat transfer rales usually caused the numerical 
solution to become unstable as profiles became nearly vertical at 
the wall. The actual prediction of boundary layer blowoff is not 
possible however since one of the basic assumptions of the laminar 
boundary layer equations is violated under blowoff conditions. 
The profiles recover their characteristic laminar shape a short 
distance downstream from the end of injection as the slow in­
jected air is accelerated in the boundary layer. 

Several comparisons have been made between the results ob­
tained using the integral matrix method and the results of pre­
vious studies. In particular, Libby's [o] perturbation method 
has been applied to the present problem to produce both the 
velocity profiles and heat transfei' rates over the injected and 
downstream regions. A set of eigenfunctions was generated from 
the published eigenvalues using a standard Runge-Kutta proce­
dure. The velocity profiles were then computed according to 
the given series solutions. 

The results are shown in Fig. 5 where u/ue is plotted against i). 
At s = 1.0 ft the agreement is fair. The difference is due to a 
substantial thickening of the boundary layer caused by the in­
jection. Libby's method contains no provision for stretching -q 
to account for this as the Blasius profile is perturbed at constant rj 
only. The calculated value of aH at this point is 1.604 which 
implies that the boundary layer is roughly 60 percent thicker at 
this point than the Blasius solution would indicate. Agreement 
is much belter at s = o.O ft (a„ — 1.081) where the boundary 
layer more nearly approaches the classical configuration. There­
fore the perturbation approach is best applied when mass injection 
rates are relatively small. 

The corresponding heat transfer rates have been computed 
from skin-friclion results by use of 'Reynold's analogy. The re­
sults are presented in Fig. 7. The lack of close agreement is again 
due to the influence of boundary layer thickening on the heat 
transfer. Also, the perturbation solution forces the effects of 
injection to diminish exponentially with distance downstream. 
Thus the rapid increase in heat transfer just downstream from 
injection cutoff cannot be closely approximated. 

Heat transfer rates have also been plotted based on Kubesin 
and Inouye's [2] Karman-Pohlhausen integral method. The 
data was again taken from skin-friction results using Reynold's 
analogy. However, the method assumed an inverse-root dis­
tribution of mass transfer. Therefore the comparison is based 
only on equal total amounts of injected mass. These results are 
shown also in Fig. 7. The curve is observed to deviate substan­
tially in the region immediately downstream from injection cut­
off. This shows that the distribution of the injection has con­
siderable influence on downstream heat transfer. The effect is 
observed to diminish with increasing distance downstream though 
it does not disappear entirely. 

Figs. S and 0 depict the heat transfer rates over the leading edge 
and downstream sections of a one foot blunt plate. The pressure 
distribution over the leading edge was taken from the experi­
mental results of Gowen and Perkins [12], Injection was limited 
to the first 75 deg of the circular arc. The qualitative nature of 
the results is the same as the sharp plate eases. 

The increase in the heat transfer rate over the stagnation point 
heat transfer at about o deg appears also in the results of Kemp, 
et al. [13], whose correlation is also plotted for comparison. 
They have observed this phenomenon experimentally as well. 
If is perhaps due to a slight thinning of the boundary layer as it 
undergoes high acceleration rales. It should be noted that the 
shape of the curves over the first 30 deg is an approximation 
because the solution is ext remely sensitive to the pressure gradient 
parameter in this region. The stagnation point pressure gradient 
parameter was computed from a curve fit, of the input pressure 
data. This was felt to be more accurate than using the New­
tonian flow approximation at the relatively low Mach number 
under consideration. 

Fig. 10 shows the percentage reduction in downstream heat 
transfer for the one foot blunt plate. At the end of the plate, for 
the largest rate of mass injection, the heat transfer is seen to be 
about 18 percent lower than the zero injection case. 

Conclusions 
The effect of upstream mass injection on downstream heat trans­

fer in a laminar boundary layer has been investigated for super­
sonic flow over flat plates with both sharp and blunt leading 
edges. The complete set of nonsimilar boundary layer equations 
was solved using the integral matrix technique. In cases with 
large mass injection rates, an insulating effect has been found to 
persist for a considerable distance downstream from injection 
cutoff. Furthermoi'e, the length of the injection region has also 
been found to have substantial effect on the distance required for 
the heat blockage effects due to injection to die out. For a given 
total coolant mass, longer injection regions were found to require 
proportionally longer distances for the local heat transfer rate to 
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Fig. 8 Heat transfer to the leading edge of a 1-ft blunt plate 
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Fig. 9 Heat transfer downstream on a 1-ft blunt plate 
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An Analysis of Cell Freezing and Dehydration 
A quantitative picture of the effect of low-temperature exposure on the survival of living 
cells is presented through discussion of solutions to a differential equation relating the 
volume of intracellular water to the temperature, the cooling rate, and various cell-
parameters. It is found that for a given cell, a single parameter which depends on the 
coohng rate governs the behavior of the cell when it- is exposed to low temperatures. The 
analysis develops relationships between solutions to the differential equation and the 
phenomena affecting cell survival, namely, intracellular freezing and cell dehydration. 
Theoretical predictions are found to agree well with existing experimental observations. 

Introduction 

OiiYOBioLOGY is concerned with the preservation of 
biological systems at low temperatures. One fundamental prob­
lem in eryobiology is the effect of low temperature on the survival 
of a highly complex system, the living cell. Prior to 1940 there 
had been little research with the primary goal of studying the 
basic questions of biological freezing [I] .1 With the discovery of 
the protective effect of glycerin in 1949 [2j, the subject of eryo­
biology experienced a surge in interest. However, as Meryman 
[3] has pointed out, enormous amounts of very carefully deter­
mined experimental data are often relevant only to the particular 
system from which these data were obt ained and cannot be extrap­
olated to other similar systems of interest. This circumstance 
has largely resulted from the lack of theoretical analyses of the 
basic physical phenomena involved. Consequently, the physical 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised 
manuscript received bv the Heat Transfer Division, March 17, 1970. 
Paper No. 69-WA/HT-31. 

and chemical factors underlying the observed effects of low tem­
perature on living cells are not well understood. 

Different kinds of cells may differ greatly in size, shape, and 
structure but it is useful to put together a representative cell for 
the purpose of examining the basic features shared in varying 
degrees by all cells. Such a cell is shown in Fig. 1. Here we see 
the basic cell constituents: the cell membrane, the cytoplasm 
containing various organelles such as mitochondria, endoplasmic 
reticulum, Golgi bodies, centrosomes, and finally a central nu­
cleus. The functions of the various elements composing the cell 
are profoundly affected by the dehydration which accompanies 
biological freezing [4-6] as well as by the freezing itself. Because 
this dehydration can have disastrous effects on the survival of 
living cells, it would lie desirable to have some quantitative de­
scription of the relationship between the amount of water remain­
ing in a cell and the temperature. The formation of intracellular 
ice crystals can also prove lethal to a cell exposed to low tempera­
tures [4-8] and it is, therefore, important to determine the cir­
cumstances under which this phenomenon can occur. Once we 
have developed a clearer picture of the physical and chemical 
factors underlying the phenomena of intracellular freezing and 

•Nomenclature. 

A — area of cell membrane 
a = membrane pore radius 
li = cooling rate 
I) = coefficient defined in the expression 

for permeability constant 
k — permeability constant 

k,j = permeability constant at a reference 
temperature Tg 

Lf = molar heat of fusion of water 
n = number of moles of solutes within 

the cell 
It = gas constant 

•/• = radius of spherical ice-water inter­
face 

T = temperature 
Tc = freezing-point of water in membrane 

pore 
Tf = freezing point of protoplasm 
V = volume of intracellular water 
F, = initial volume of intracellular water 

v = molar volume of water 
a = parameter defined in equations (4) 
(3 = parameter denned in equation (9) 
7 = constant defined in equations (4) 
5 = parameter defined in equation (15) 
e = parameter defined in equations (4) 
)/ = parameter defined in equations (4) 
6 = dimensionless temperature defined 

in equations (3) 

+ = 

^ = 

critical temperature defined by 
equation (14) 

temperature at which cooling is 
ceased 

critical temperature given by equa­
tion (16) 

interfacial tension at the ice-water 
interface 

contact angle between ice and capil­
lary wall 

dimensionless volume defined in 
equations (3) 

critical volume 
equilibrium volume 
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cell dehydration, we will be able to predict the effect of a given 
freezing experiment on the survival of a living cell. 

Fundamental Equation 
By making certain simplifying assumptions, Mazur [Gj has 

developed a differential equation relating the volume of intra­
cellular water to the temperature, the cooling rate, and various 
cell parameters. A detailed discussion of these assumptions and 
their limitations can be found in Mazur's paper. The system 
under consideration consists of a cell like that in Fig. 1 and its 
immediate environment. The cell is assumed to be in the so-
called "unprotected state," i.e., no protective additives are pres­
ent. Initially the whole system is assumed at a temperature T,, 
the freezing point of protoplasm. Externally the cell is sur­
rounded by ice, and internally it contains supercooled water. A 
mass balance for the intracellular water, combined with other 
thermodynamic and transport considerations, yields Mazur's 
equation 

r<biT» '''' <>r- <hT ,•''('/'„ -T) 

AHkaH r< 

L< v + nv) r 
ilV LjAku 

liir 

where T is the temperature; V the volume of intracellular wa te r 
kg and b are related to the permeability constant, k: by the empiri­
cal relation k = ke exp [b(T - Tg)\; A is the area of the cell 
membrane; li the gas constant; n the number of moles of solutes 
within the cell; v the molar volume of water; Lf the molar heal of 
fusion of water; and H the cooling rate. The equation is subject 
to the following initial conditions: 

T 7' V = I',, and T '/',-
(IV 

= 0 

Fig, 1 Diagram of a representative cell 
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where T s is the freezing point of protoplasm and V{ the initial 
volume of intracellular water. 

The governing equation is of such a form that no simple analyt­
ical solution can be obtained. Mazur [6] has attempted a numer­
ical solution of the equation. Unfortunately, due to the large 
number of physical parameters in the equation, his solution is 
limited to a few special cases, which were supposed to represent 
typical cells. I t is found, however, that by grouping various 
physical parameters into dimensionless groups, the number of 
variables in equation (1) can be reduced and the resulting equa­
tion becomes much easier to analyze and discuss on both mathe­
matical and physical grounds. Indeed, under certain limiting 
physical conditions, simple analytical solutions can be obtained 
and the associated physical phenomena can be analyzed in a quan­
titative manner. 

If we employ the dimensionless temperature and volume de­
fined by 

6 = 
Vi - V 

(3) 

and rewrite equation (I) in terms of these variables, we find that 
the various constants and cell parameters can be arranged into 
the four dimensionless groups given by 

bT, 
RT, \ BvVt 

X exp [b(Tf - Tg)\, V = y (4) 

Furthermore, since cells in the unprotected stale are rarely 
cooled below —10 deg C (if survival is important), nearly all 
physically realistic, cases correspond to small values of 6. For 
8 « 1, we have 

(2) dhp 

d¥ + {(a + 1) + 
iy 

(i - \(>) + «IU 

From equations (2), the initial conditions are 

0 = 0, \j/ = 0 and d = 0, df 
(Id 

= 0 

(o) 

(0) 

Limiting Solutions 
Under certain limiting conditions it is possible to obtain ana­

lytic solutions to equation (o). We will now consider four such 
limiting conditions: 17 = 0, \p « 1, e « 1, and 6 —»• =o. 

Case 1: Solutions for >; = 0. The simplest case is when the cell 
contains only water and no solutes. Then -q = 0, the nonlinear 
term in equation (o) vanishes, and the solution is straightforward 

* = «T 

(a2 + a) 
[1 -(« + !)« - (a+ l)e-«»] (7) 

Case 2: Solutions for <p « 1. If we assume that the cell dehy­
dration resulting from the freezing process is small (i.e., \p « 1), 
then we can write (1 — \p) » 1 in equation (5), and the solution 
is again straightforward 

+ 
€7 

«/3(/3 - a) 
[(P - a) + ae~ Pe-

where 

(3 = (a + I) + tr) 

(1 + V) 

(S) 

(9) 

Noting that equation (8) reduces to equation (7) in the limit 
as i] -* 0, we can see that the presence of intracellular solutes 
affects the volume of water remaining in the cell as a function of 
temperature in a quantitative way but leaves the qualitative 
picture unchanged. Equation (S) agrees well with Mazur's 
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Fig. 3 System behavior when cooling is ceased 

numerical solutions [G] within the stated limits 8 « 1, \p <5C 1. 
Fig. 2 shows the deviation of equation (8) from Mazur's numerical 
solution for a typical cell with a value of e = 1.236 X 103. Simi­
lar results can be found for other cells and for different values of t. 

Case 3: Solutions for t « 1. For high cooling rates i is small, and 
equation (5) can be solved by perturbation methods where 

•^ = \p<, + t\l'l + e-\p2 (10) 

The zeroth order term is found to be 1̂0 = 0. That this result is 
physically reasonable can be seen by noting that for an infinite 
cooling rate (i.e., e —>• 0) the water within the cell will freeze in­
stantaneously before any dehydration can occur. Thus, F = F, 
for all T, and, hence, \p = 0 for all 8, 

The first-order approximation is 

ip = fo + e^i 
4 

(a2 + a) 
[1 + at' 

which is identical to equation (7). This indicates that for high 
cooling rates (i.e., small values of e) the cell behaves as though 
it did indeed contain only water. Of course, this implication is 
also clear from equation (8). 

Higher-order terms can only be obtained explicitly by assuming 
4> « 1, but then it can be shown that the small-e solutions are 
actually contained in the result for Case 2, the small-^ solutions. 

Case 4: Solutions for t -*• °°. As cooling becomes infinitesimally 
slow (i.e., € —*• co) the water remaining in a cell at a given tem­
perature will be in equilibrium with the .surrounding ice. In thi.s 
case it is possible to obtain an exact solution to equation (I) with­
out making any additional assumptions. The result, valid over 
the whole 0 < 8 < 1 range, is 

* = 
,.-<» ( 1 - 6 ) 1] 

.,-,•0. (1 - » ) 1 

(1 + V). 

(12) 

Since equation (12) represents the equilibrium value of \p at a 
given value of 8, we can expect that other solutions will tend 
toward equation (12) as e increases for a fixed 8. In fact, it can 
be shown that equation (S) reduces to equation (12) in the limit 
as c —»• =°. Mazur's numerical solutions also exhibit this trend 
[61. 

It. is also important to recognize that if during freezing the 
cooling is instantaneously ceased, then \j/ will increase at constant 
8 to a value given by equal ion (12), as shown in Fig. 3. Of course, 
in any real case an abrupt step in the cooling rate, B, is not possi­
ble, and the curves will exhibit some drift, as is indicated by the 
dashed lines in Fig. 3. 

Cell Dehydration 
Having some solutions to the fundamental differential equa­

tion, we are ready to consider the basic problem of predicting the 
effect of low temperature on the survival of living cells. We 
recall that there are two important phenomena associated with 
low-temperature exposure, both of which can have a profound 
effect on cell survival: the formation of intracellular ice crystals 
and cell dehydration. 

I l is clear from the solutions presented earlier that as 8 in­
creases \j/ will increase. In other words, as the temperature is 
lowered, the cell will lose water. This water loss is due to the 
higher vapor pressure of the internal supercooled water relative 
to that of the external ice. If this dehydration proceeds beyond a 
certain limit (depending on the particular cell being considered) 
then the internal chemical alterations resulting from the increased 
concentration of solutes may become irreversible, and the de­
hydration may prove lethal to the cell. If we characterize this 
lethal level by saying that it is the level at which the ratio of the 
number of moles of solute to that of water has reached a critical 
value, then the value of ^ corresponding to this critical ratio 

(a + l)c-"e\ ( I I ) Fig. 4 Survival limit for cell dehydration 
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will be \pc where (1 — ipc) is the ratio between the volume of 
water at which the concentration of solutes becomes critical and 
the initial volume of water within the cell. In general this 
critical volume of water will depend on temperature, but for 8 « 
1 it will lie essentially constant, and, therefore, \j/c may be re­
garded as constant for a given cell. For some cells \f/c may be as 
large as 0.9 or even 1.0, while for others it may be as small as 0.6. 

Since the equilibrium value of \p represents an upper bound, if 
is clear that the import nut- value of 8 is the value for which the 
equilibrium value of \p, \plt is equal to \j/c. Calling this value of 8 
as d,., we see that cooling must cease at some 8e < 9„ to insure cell 
survival, as Fig. 4 shows. 

Intracellular Freezing 
Now we need to examine the conditions under which the 

phenomenon of intracellular freezing can occur. Since the freez­
ing of supercooled water generally requires the presence of ex­
ternal ice, we conclude that the external ice must be the agent 
which nucleates the cell contents. However, it has been shown 
that even when external ice is present., the cytoplasm almost 
always remains supercooled at —5 (leg C, and sometimes at even 
lower temperatures [4], It appears, then, that the cell mem­
brane is an effective barrier to micleation at temperatures as low 
as — f) deg C, or lower. However, at still lower temperatures, 
the membrane apparently loses this ability to prevent micleation 
and intracellular freezing occurs [4|. To resolve this problem it 
is necessary to take a closer look at the membrane. 

Many physiologists believe that plasma membrane contains 
water-filled channels or pores [0-12]. Essentially', their conclu­
sion is based on the discrepancies between the value of permea­
bility constants for water derived from osmotic flow across cell 
membranes and those derived from the rale of diffusion of isotopic 
water under zero osmotic gradient. If we assume that such pores 
exist, that their diameters remain constant over the surface of a 
given membrane [9, 13] and that they are of cylindrical shape, 
then it is necessary to look at only a single pore to determine the 
conditions under which intracellular ice crystals will form. 

I?ig. n gives a schematic representation of the situation. The 
contact angle <f> between the ice and the capillary wall is deter­
mined by the interfacial tensions between ice and water, between 
water and the capillary wall, and between ice and the capillary 
wall. Assuming these three forces to be in equilibrium we can 
obtain an expression for the freezing point of water in the capil­
lary, or, in other words, the temperature at which ice and water 
in the capillary are in equilibrium, by carrying out an analysis 
similar to that of Jackson and Chalmers [14]. The present-
analysis, however, takes into account the decrease in 7',, as de­
hydration lowers the freezing point of the water remaining in the 

CELL 
MEMBRANE 

INTRACELLULAR 
WATER 

cell (as a result of the increased concentration of the solutes). 
Writing the obtained expression in terms of the dimensionless 
variables 0 and \p yields 

c/i/A 'lAkJl'jO cos <f> H 

d9A,„ = " " ~uHVt ' ' " 
118 l 

where a is the interfacial tension al the ice-water interface, a the 
pore radius, and 9,. and 8n the values of 8 at 7',,, the freezing point 
of water in the capillary, and at 7'0, the membrane permeability 
reference temperature, respectively. Once \p is known as a 
function of 9, 8,. can be determined using equation I Hi). 

In general the interfacial tension between the ice and the 
capillary wall is greater than that between the water and the 
capillary wall since there is usually some strain energy associated 
with a solid-substrate interface, whereas none is present at a 
liquid-substrate interface [14]. Thus, cos (p > 0, and, so, <f> < 
7r 2. For <f> < w 2, 7',., the freezing point of the water in the 
capillary, is less than 7'., the freezing point of planar water, since 
the vapor pressure of the water is greater than that of the ice. 
If <f) = 7r 2, then freezing proceeds as though the membrane is 
not there, and 7',. = Tf. For <j> = 0, the liquid wet.- perfectly the 
walls of the capillary preventing ice from nucleating at the sub­
strate, and the freezing of the water follows the Kelvin equation. 
Experimental evidence suggests that cj> is greater than zero but 
less than ir 2 and also helps to explain how the membrane can 
act as a barrier against Ihe formation of intracellular ice crystal-
for temperatures above —5 deg C to — 10 deg C and cease to be 
a harrier at lower temperatures. The arguments leading to these 
conclusions are based on the low entropy of the water in mem 
brane pores and its increase as water Hows through the pores 
[15-17], since an increase in entropy ultimately results in a de­
crease in (j>. 

If for a given freezing situation 8 exceeds the value of 8r calcu­
lated from equation (13), then intracellular ice crystals will form 
almost instantaneously. Furthermore, since 8,. increases with 
increasing e, it is only necessary to calculate 8, corresponding to 
the particular freezing situation being studied since cessation of 
cooling at some 8, < 8,. will insure that intracellular ice crystals 
will not form, even as equilibrium is being approached. 

Interaction Between Cell Dehydration and 
Intracellular Freezing 

Since all survival depends on avoiding both the formation of 
intracellular ice crystals and the level of lethal cell dehydration, 
it is obvious that cooling must cease at some 6e less than the 
smaller of the two values 8„ and 8e. Since equation (8) represents 
the physically most realistic and most widely applicable solution 
to equation (5), we use it to calculate 8C. So, substituting equa­
tion (8) into (13) and solving for 8t., we get 

1 

W - «) 
1 

1 _ - (13 _ a ) 

y 

where 
2va cos < 

~aRTf 

(14) 

(15) 

If care is taken in interpreting equation (14) as ((3 — a) approaches 
<5Vl 

- I (i.e., as the cooling rate, B, decreases) then the result will 
7 / " 

continue to he physically meaningful, even when (/3 — a) > 

'A-1 

— I . Next, substituting \p = "Ac a " d 9 = 9V into equation 
7 / 

(12) and solving for 0„ we find 

— 1 in 
7 

(1 - & 

L(i + v)0- -
A±JL~[ 
:i - fc)J 

Pig. 5 Schematic of membrane pore dur ing Freezing 
i + l -

.7 

(1 - \pc) + 7] 

(i + ^ ) ( i - i/O. 

(16) 

396 / A U G U S T 1970 Transactions of the ASME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 6 Interaction between cell dehydration and intracellular freezing 
for the case 0r < 6„ 

Fig. 7 Interaction between cell dehydration and intracellular freezing 
for the case 6r < 6C 

In predicting the outcome of a given freezing experiment, two 
cases are of interest. 

Case 1: 6C < 9,.. As Fig. 0 shows, if cooling is ceased at 0C < 6" , 
then intracellular freezing will not occur, and, since 6,. < 6V, \pr 

will be less than \pc, the lethal dehydration level. 
Case 2: 0V < 0,:. As Fig. 7 shows, if cooling is ceased at 0e < 0W 

then \pe will be less than \j/cl the lethal dehydration level, and, 
since dv < 6C, intracellular freezing will not occur. 

As was mentioned earlier, dc increases with increasing e. This 
implies that for larger cells, lower cooling rates may be employed, 
while fov smaller cells, higher cooling rates will be more desirable. 
In general, the goal is to freeze the cells to as low a temperature 
as possible without jeopardizing survival. In this case, it is de­
sirable to choose t such that 6C > 6„ since this results in the 
greatest possible amount of supercooling. The important, con­
clusion here is that a single parameter, e, which depends on the 
cooling rate, controls the fate of the cell when it is exposed to low 
temperature. 

Comparison With Experimental Results 
Using equations (14) and (16) for 0C and 0,, respectively, we 

can predict the effect of a given freezing experiment on the sur­
vival of a living cell to determine how well the theoretical analysis 
agrees with experimental results. The effects of low temperature 

on the survival of the yeast Succharomi/ccs cmviniiw have been 
studied thoroughly by Mazur [41, and so the results of his studies 
will be used as a basis for comparison with theoretical predictions 
based on equations (14) and (Ui). 

Substituting the values of the cell parameters given by Mazur 
[0] for yeast cells along with the values of the various constants 
into equations (4), we get, 

a = 8.85, ri = 9.0 X H)"3, y = 2.60, 

2.91 X 104 

B 
H in cleg K/min (<0) 

and 

0 a = 1 
2.62 X 102 

Ti 

Mazur [4] notes that pore radii values calculated from perme­
ability measurements usually range between 3A and 8.5A. He 
also indicates indirectly that 75 deg may be a reasonable value 
for the contact angle, 4>. Fletcher [ 18] gives 20 ergs/cm2 as a good 
estimate for cr near 0 deg C. Using these values, with a = 6A, to 
calculate 8, we find 

'2va cos d> 
5 = = 0.132 

uRT, 

Thus, from equation (14), 

1 
0„ = 

1 -
262 

H 

In 
1 

I - 4.95 X 10-2[1 - (202/7>>)] 

Taking (1 — \p(.) = 0.2, equation (16) gives 

0,. = 1.32 X 10-* 

Taking the limit as B • 
value of 6C is given by 

,.),„•„, = l im 

o= of 6r, we find that the minimum 

1 

' -? 
X In 

1 
1 - 4.95 X l ( r 2 [ l - (262/fi)] 

= 5 X 10-

Hince Bv < (#,,),„!„, 6C will be greater than 6„ regardless of the cool­
ing rate. This implies that if we cease cooling at some 0C < 9,. = 
1.5 X 10"~2, then survival is assured, regardless of the cooling 
rate. Indeed, Mazur's results [4] show that survival was maxi­
mum (near 100 percent) for cells not cooled below about —5 deg 
C, which corresponds to 0C = 1.47 X 10"2. Thus, we see that 
the theoretical predictions are in excellent agreement with ex­
perimental results. Of course, it should be pointed out that the 
values of two important, parameters, the pore radius, a, and the 
contact angle, r/>, are not well known. 

Further research is presently being carried out by us in an at­
tempt to find ways by which 8V and 0C may lie increased. Pre­
liminary results indicate that slow cooling and the addition of 
protective additives will prove beneficial in this respect. 
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Thick Film Analysis of Radiative Transfer 
Between Parallel Metallic Surfaces' 
The radiative transfer between two infinite parallel metallic surfaces separated by a non­
conducting ideal dielectric is calculated on the basis of electromagnetic wave theory. 
The solution is restricted to the case of large spacing (thick film) wherein the effects of 
interference and radiation tunneling can be neglected. The optical properties of the 
metals are predicted via the anomalous skin effect theory, the Drude single electron theory 
and the Hagen-Rubcns relation. A comparison of the predicted radiative fluxes indi­
cates the large disparities which result from the three different specifications of the 
optical properties of metals. Tor practical applications at cryogenic temperatures, 
approximations are obtained for the thick film solution using the anomalous skin effect 
theory of the optical properties. 

T, 
Introduction 

I HIS is the first of three papers considering radiative 
transfer between metallic surfaces at cryogenic temperatures. 
The subject is vitally important in the design and performance 
evaluation of high-performance cryogenic insulations. The 
fundamental and practical aspects of this subject have been ex­
tensively reviewed in two recent articles [1, 2].2 The present, 
paper analyzes the problem of radiative transfer between metallic 

"'This work constitutes part of the PhD thesis of G. A. Domoto, 
entitled, "Thermal Radiation of Metallic Surfaces at Liquid Helium 
Temperatures," Division of Mechanical Engineering, University of 
California, Berkeley, 1968. The authors wish to acknowledge the 
support of this work by NASA Grant NGR-05-003-285. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Wintei Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEEHS. Manu­
script received at ASME Headquarters. Julv 29, 1909. Paper' No. 
WMVA/HT-6. 

surfaces when the surface spacing is large compared to the 
characteristic wavelength of radiation involved at the prescribed 
surface temperatures. In the second paper [3], the problem 
associated with small spacings is analyzed. The third paper [4] 
presents an experimental study of radiative transfer between 
metallic surfaces in the liquid-helium temperature range. 

The analytical basis of the present paper consists of the electro­
magnetic wave theory of energy transmission and the theory of 
radiation (or optical) properties of metals. Many efforts have 
been made previously to incorporate the wavelength variation of 
the radiation properties of metallic surfaces in the prediction of 
radiative heat flux between metals. The primary basis for the 
specification of spectral radiation properties has been either the 
Drude single electron (DSE)3 theory or the Hagen-Rubens (HR) 
relation for the optical properties of metals. For certain transi-

3 For convenience the abbreviations DSE, HR, and ASE will be 
used throughout, the text to denote Drude single electron, Hagen-
Rubens, and anomalous skin effect, respectively. 

-Nomenclature-

a = 

parameter defined in equation. 
(23) 

parameter defined in equation 
(25) 

speed of light in vacuum 
electronic charge or emissive 

power in vacuum 
electric field amplitude 
Planck's constant 
radiation intensity in vacuum 
Boltzmann's constant 
effective electron mass 

it- = complex refractive index of metal 
n = refractive index 

X = number density of free electrons 
q = net radiative heat flux 
r = complex amplitude reflection co­

efficient 
lie = real part of a complex number 
T = absolute temperature 
T = transmission factor 

TE = transverse electric 
TM = transverse magnetic 

v = (3A78ir)1/3(/(-/m) = velocity at 

surface of the Fermi distribu­
tion 

v = v/c = dimensionless Fermi ve­
locity 

IF = I + JUT 

z = depth into metal 
Z = surface impedance 
Z = (c''/4iruTfj.v)Z = dimensionless 

impedance 
a = absorptivity 
t = emissivity 
6 = angle from normal to surface 

{Continued on next page) 
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tion metals, the Roberts two-electron theory has been also sug­
gested. Parker and Abbott [o], and Moiling and Tien [6] have 
used the DSE theory to calculate the total radiation properties 
of metals. Holt, Grosh, and Geynet [7] have evaluated the 
radiative heat flux between metallic surfaces using the Tilt rela­
tion. 

In connection with the thermal radiation properties of metals 
at cryogenic temperatures, there has been developed the anoma­
lous skin effect (ASE) theory of the optical properties [8, 9, 101. 
The basic difference between the ASE and DSE specifications is 
that the ASE theory takes into account the effect of spatial varia­
tion of the electric field on the electron as it moves along its finite 
path whereas the DSE theory does not. In addition to earlier 
experimental verifications, the validity of the ASE theory, 
especially for noble metals, has been greatly strengthened by the 
recent experimental work of Bennett and his co-workers [11]. 
The ASE theory has been used by Domoto, Boehm, and Tien 
[12] to predict total normal emissivity of metals. Their com­
parison of the predictions of total emissivity based on the ASE 
and DSE theories illustrates the large differences which result as 
a consequence of the different specifications of the optical proper­
ties. 

The purpose of the present work is to calculate and compare 
the radiative Mux between parallel specular metallic surfaces 
using the ASE, DSE, and H i t theories. Since these models are 
based on the motion of free electrons, the photoelectric absorption 
is not taken into account and the results are restricted to wave­
lengths in the infrared or far infrared range, outside the photo­
electric absorption bands for the metals. The results should be 
particularly applicable in the cryogenic temperature range where 
the radiation will be predominantly in the far infrared. Further­
more, the long wavelength radiation involved at cryogenic tem­
peratures reduces surface roughness effects [13], and thus the 
specular surface assumption is a fairly good one. 

Analysis 
Consider the situation in which two optically smooth semi-

infinite metals are separated by an ideal, nonconducting dielectric 
layer of uniform thickness. The geometry is shown schematically 
in Fig. 1, where 1, 2, and 3 designate properties and quantities 
associated with the upper metal, dielectric, and lower metal, re­
spectively. When the metals, I and 3, are maintained at uniform 
but different temperatures, there will exist a net radiative heat 
flux between them. This radiative flux will depend on the re­
flectivities of the dielectric-metal interfaces as well as the tem­
peratures of the metals and the thickness of the dielectric layer. 

The influence of the separation between the two metals be­
come important only when the separation is of the order of the 
characteristic wavelength of the thermal radiation as given by 
Wien's displacement formula [3, 14, 15]. Therefore, for dielec­
tric thicknesses greater than the characteristic wavelength, one 
seeks a so-called thick film solution which neglects the small 
spacing effects of interference and radiation tunneling. This 

METAL 3 

Fig. 1 Reflection and t ransmission of an electromagnetic w a v e in a d i ­
electric layer between t w o metals 

thick film solution is obtained by neglecting the effect of the 
phase of the waves and using the squares of the moduli of the 
amplitude reflection and transmission coefficients, i.e., the energy 
approach. 

Thick Film Formulation. The starting point in the application of 
the energy approach is to consider the radiation emitted by the 
metal surfaces in an analysis similar to that used by Fragstein 
[161. The approach taken avoids the problem of defining the 
equilibrium intensity of thermal radiation within the metal. 
Attention is focused on metal I at temperature 7\ whose emission 
is assumed to correspond to the equilibrium value, i.e., the re­
sulting emission if both metals are at 7V Under equilibrium 
conditions at temperature 7'i, the radiation within the dielectric 
is unpolarized blackbody radiation whose intensity is given by 
Planck's law as 

/(.,('/',) 
CA) n-ffliv3 

c2[exp (hv/k'l\) - 1] ( I ) 

The energy flux due to radiation contained within a differential 
solid angle dfl about d-> incident upon and transmitted into the 
metal is given bv 

r s , (A Th v) " ^ ^ cos Uil m 
where r-n is the transmissivity of the 2-1 interface. 

Since at thermal equilibrium the radiation transmitted into 
the metal must be balanced by an equal amount emitted by the 
metal, equation (2) also represents the emission from metal 1 at 
angle d>. This specification of emission is assumed to hold even 
when metal 3 is at a temperature other than that of metal 1, i.e., 
for nonequilibrium conditions. The emission from metal 3 is 
obtained similarly as 

T-n(0-<, T:s, v) cos a-idil (3) 

•Nomenclature-

fi = solid angle 
T = transmissivities of interfaces or 

free electron relaxation time 
cr0 = Stefan-Boltzmann constant 
<r = d-c conductivity 
a = [i"J(37r«(/u/Arc-)'/!]cr = dimension-

less d-c conductivity 
v = frequency 
V = [2('3Trm/A~e-/j,y,'2/ov}i> = d i m e n -

sionless frequency 
w = angular frequency 
H = magnetic permeability 

t — }'<j-v/(l + iavY 

Subscripts 

1, 2, 3 = higher temperature metal, in­
tervening dielectric layer, 
and lower temperature 
metal, respectively 

b = blackbody value 
h = hemispherical value 
n = normal component 
y = component parallel to interface 
z = component perpendicular to 

interface 
v = spectral dependence 

Superscripts 

TE = transverse electric mode of polar­
ization 

T M = transverse magnetic mode of 
polarization 

m = of or pertaining to metal 
' = denoting differentiation with re­

spect to depth into the metal 
surface 
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With the two specifications of the angular and spectral dis­
tribution of the emitted radiation, the net flux is obtained by 
taking into account the multiple reflections and partial trans­
missions suffered by rays as they travel within the dielectric. 
The polarizing effect due to the difference in reflectivities or 
uansmissivities for the two principle modes of polarization TM, 
iraiisver.se magnetic, and TE, transverse electric, is also taken 
inio account by considering half of the blackbody intensities in 
('([nations (2) and (3) to be TE and half TM. The analysis is 
I hen carried out separately for TE and T M cases and added to­
gether to obtain the total net heal (lux. 

Fig. 1 shows the course of a typical ray as it is emitted by 
metal 1 at some angle Bt and undergoes the multiple reflections, 
[f metal 1 is assumed to have the higher temperature, the net 
heat Hux from 1 to 3 is the difference between the total energy 
emitted by 1 and that transmitted into I. Considering either 
t he T E or T M wave case, the total energy emitted by 1 is, accord­
ing to equation (2) 

77 
" Jo J a 

T-a(a-,, 1\, v) cos Oidildv (^ 

The energy absorbed or transmitted into I originates from metal 1 
iir metal 3. That originating from 1 is 

'77 
- J o J a 

T2i(02, Ti. v) 'l2 — cos B1dttdv{p:,{6'i, T3, v) 

X 721(02) Tu v) + pnH8h T3, v)p,l(B-i, T\, v)Tn{6,, 1\, v) 

"Jo J a 

p-JA, T3, v)T-aH8,, Tu v) 

1 - P2i(02,7, v)Pn(di, T3, v) 

ri-rCbATi) 
X cos 6-,d9,di> (5) 

The energy flux transmitted into 1 originating from 3 is 

" J o J o 
r,.3(0s, T3, V) ' ^ T l ^ cos d;Mdv[Tn(B,, 'L\, v) 

Pntfii, Ti, v)p,3(8-,, T3, l>)T-n(02, Th V) + 

i f " f r23(6>2, T3, V)T^{6,, Th V) 
2 J o J o 1 - P*.(&. Tu v)fUOt> T„ v) 

x ! ^ ™ ^ (6) 

so the portion of the heat flux corresponding to either T E or T M 
case is 

</(TE or TM) = 2 Jo Jv. 
T-11(81, Ti, V) 

__ P23«?2, Ts, p)Tn2(d2, Tu v) 

1 ~ P«(A Th v)pn(A, T„ v) 

r23(02, T3, y)r2i(02 , TU v) 

ebATi) 

1 ~ P2i(ft>, Tu v)pi3(8i, T3, v) 
ebA'l\) cos B-idQdv 

or 

g(TE or TM) 

" J o J.Q 

'(1 - PniBi, Tu v))(l - pi3(B,, T3, v)) 

. 1 - P2l(02, TU V)M8*, T3, V) 

X {e,JTi) - e,,ArTi)} — cos B-Mdv (7) 
IT 

If a transmission factor is defined as 

(1 - Pu(&2, Tu v))(l - p23(02, r 3 , v)) 

~ 1 ZPn(ATh v)pn(B,, T^VT 

then adding together the TE and T M contributions, there ob­
tains 

q = T E + TM 
Jo Jo 

(T™ + T™){c(„.(r,) - e,JT3)\ 

X «22 cos 02 sin 8dB.,dv (8) 

where the differential solid angle has been replaced bv 27r sin 
8-dB,. 

Reflectivities. In order to obtain the net heat flux it is necessary 
to evaluate the integral in equation (S) so that a specification of 
the reflectivities is required. In the energy approach the reflec­
tivities are obtained by squaring the modulus of the amplitude 
reflection coefficients as obtained from the boundary conditions 
at the interfaces. The most widely used formulation of the re­
flectivities is made through the Fresnel relations [17) and results 

I th cos 02 + (» — n-r sin2 02.) • -: 

p™(02, T,v) = | r™|-

n- cos 02 - niin1 ~ n-r sin2 0.)' 

nl cos 02 + n-i(n2 ~ nf sin2 0,i' 
f lO l 

The reflectivities given above in terms of the indices of refraction 
of the dielectric and metal are strictly applicable only when the 
current density within the metal is assumed to be proportional to 
the electric field at that point. With such an assumption, the 
Maxwell equations yield a solution for the electric field within 
the metal whose amplitude is damped exponentially with depth.. 
Only for this form of electric field within the metal is a strict 
definition of a complex index of reflection possible. 

In view of the above assumption made in defining the complex 
refractive index of the metal, a simplified free electron model, the 
Drude single electron theory [17], can be used to determine the 
frequency dependence of n and of the reflectivities. In the long 
wavelength limit, the DSE theory approaches the llagen-Rubens 
relation for the optical properties as would be expected. The use 
of the DSE or HR specification of the optical properties of metals 
in equations (9) and (10) and in the integration indicated by 
equation (8) constitutes the solution for the net radiant heat flux 
based on the DSE theory or HR relation. 

A more general analysis has been performed by Renter and 
Sondheimer [8], who did not make the classical assumption of 
current density proportional to electric field. Renter and Sond-
hemier applied the Boltzmann transport equation to the free 
electrons to obtain the current density in terms of integrals in­
volving the spatial variation of the electric field within the metal. 
This generalized current density, when used with the Maxwell 
equations, yields an integrodifferential equation which must be 
solved for the variation of the electric field amplitude. Once the 
form of the electric field within the metal is known, the so-called 
surface impedance can be calculated. This approach has been 
termed the anomalous skin effect theory. 

Dingle [9] further investigated the anomalous skin effect and 
obtained series solutions for the normal surface impedance for 
cases of specular or diffuse electron reflection at the metal surface. 
In the infrared and far infrared portions of the spectrum to which 
the analysis has been restricted, the impedances for the TE and 
T M wave cases are nearly identical [10] and are given by Dingle 
[9]. For the case of diffuse electron reflection, which is the case 
most strongly indicated by experimental investigation, the non-
dimensional impedance obtained by Dingle is given as follows: 

for |£| < 0.8 
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wz 
= 1.1547{1A' - 0.2500? + 0.1540£'/2 

- O.L262£2 + O.llSSf7'2 - O.L214£3 

+ 0.1307?,/2[--().148£4] + 0.l68r>£°A + ( U ) 

for |£| > 0.8 

WZ = LlrA7^^ {0.1351 In (ir£) + 0.5330} 

+ 0.0416 (ir£)-l/:< - 0.0649 (7r£) - ! / ! 

+ (7r?)-»{ -0.0164 In (TT£) + 0.0184) 

+ 0.0660(ir£)-4/! - 0.0307 ( x £ ) - i / 3 

where 

Z = (c2/'iiru)Tfiv)Z 

W = 1 + iWT 

£ = ia3V3/(l + iaV)3 

a = {v(?>irmix/Nei) '"/c](T 

v = [2c(37rwi/Afe2;u) '-/'Av]v 

The desired reflectivities can be evaluated from the impedances 
yielded by the ASE theory by either of two methods. Since the 
complex refractive index no longer has the same significance (i.e., 
the field does not decay exponentially), equations (9) and (10) 
should be rewritten in terms of surface impedances. On the 
other hand, the complex refractive index can be redefined in terms 
of surface impedance and equations (9) and (10) can be used 
directly. The latter method will be employed here. 

For the infrared and far infrared, the complex index of refrac­
tion can be redefined such that 

4n\-

cZ ) (13) 

used in (9) and (10) will yield the correct, reflectivities [8], [9], 
[10], The net radiative heat flux based on the ASE theory is 
obtained from equation (8) by substituting the series (11) or (12) 
into (13) and then into (9) and (10) to obtain the reflectivities. 

"Diffuse-Gray" Approximation. In addition to the energy ap­
proach, which yields the exact thick film solution, an approxima­
tion was sought in an effort to lessen the degree of complexity of 
the integration involved in the flux calculation. This approxima­
tion does not involve the assumption of diffuse or gray surfaces, 
rather, the manner in which angular and frequency dependences 
are taken into account results in a form for heat flux similar to 
that for the diffuse-gray case. 

The transmission factors in equation (8) can be rewritten in 
terms of spectral angular emissivities as 

T(&, 7',, T3, v) = [€,->(&, Tu v) + e3~~Hd,, T*, v) - l ] - i (14) 

for either TE or T M wave case. The approximation is made 
wherein the angular and frequency dependence of the transmis­
sion factor is approximated by using total hemispherical emissivi­
ties, i.e., 

T(7'„ T3) = fcrKf,) + e3,rHl\) 11 (15) 

wher> 

th(T) = 
'•*"Jo Jo 

1 -
pine, T, v) + P™(d, T, v) 

X £6,(7') sin 6* cos O-.ddtdv (16) 

This approximation results in a net heat flux given by 

rteVoCZY' - 7V) 
<1 eu-H'A) + e3,rHT3) - 1 

(17) 
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Fig. 2 Electrical conduct iv i ty of copper based on the Bloch-Gruneisen 
funct ion and Matthiessen's rule 

Results and Discussion 
The exact thick film solution for the net radiative heat flux 

between parallel semi-infinite metals separated by a dielectric 
layer has been obtained by numerical integration of equation (8). 
The metals chosen for the calculations were both copper with a 
residual resistivity of 1.8 X 10~3 ohm-cm. The temperature 
dependence of the d-c electrical conductivity was obtained from 
the Bloch-Gruneisen function for ideal resistivity together with 
Matthiessen's rule to account for impurities or imperfections, as 
shown in Fig. 2. The actual electron mass and valence electron 
number density were used along with the Lorenz-Sommerfeld 
relation which relates the d-c electrical conductivity and free 
electron relaxation time. 

A comparison of the heat flux predicted by the thick film solu­
tion based on ASE, DSE, and HI! for the case of a vacuum gap, 
iH = I, is shown in Fig. 3. Here the net radiative flux normalized 
by the total blackbody emissive power of the higher temperature 
surface, q/<ToTi\ is plotted as a function of the lower to higher 
temperature ratio, T3/T1, for various 7',. The fact that the 
anomalous skin effect results in higher values of spectral emis-
sivity and absorptivity than those predicted by the DSE theory 
is illustrated in Fig. 3, where the flux based on ASE is always 
greater than that predicted by the DSE theory. When the level 
of temperatures is relatively high (1\ high) and as T3 approaches 
Ti, the DSE prediction approaches that of the ASE theory. Fol­
low temperature levels (7\ low), the difference between ASE and 
DSE becomes pronounced as T3/Ti approaches zero and the 
anomalous skin effect becomes important. 

Although the use of the HR relation in the prediction of the net 
heat flux is questionable, the calculations have been carried out 
and are presented in Fig. 3 for completeness. The fact that the 
HR relation is applicable only at very long wavelengths, i.e., 
only in predicting the absorptivity of the higher temperature 
metal for radiation from the much lower temperature metal, 
makes the prediction based on H R somewhat artificial but of 
possible utility as a basis for comparisons. 
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TEMPERATURE RATIO, T 3 / T , 

1.0 

Fig. 3 Thick film solution for radiative heat transfer between two infinite 
parallel plates of copper with moderate impurity level (pUo K = 1,8 
X lO"9 Q cm) 

Figs. 4 and 5 represent a comparison of the exact thick film 
solution and the "diffuse-gray" approximation based on ASE for 
the case of an intervening vacuum. Quite clearly the approxima­
tion is quite accurate for temperature ratios greater than about 
0.0. However, as the temperature ratio, Ts/1\, approaches zero, 
the heat, flux predicted by the "diffuse-gray" approximation ap­
proaches zero while the thick film solution approaches a finite 
value of heat flux. 

I t can be shown by using Duukle's hemispherical emissivity 
factors [IS] that the error introduced by using hemispherical 
emissivities to approximate the angular integration is negligible. 
Therefore, the error in the "diffuse-gray" approximation is due 
primarily to the use of total emissivities. The use of total 
emissivities fails to account for the situation in which 7'3/7'i is 
small so that the absorptivity, rather than the emissivity, of 
metal 3 plays the dominant role in determining the heat flux. 
Thus, whereas the total emissivity of 3 approaches zero as T3 

approaches zero and the "diffuse-gray" approximation predicts 
zero flux, the absorptivity of •'! remains finite and the thick film 
solution predicts a finite flux. 

In order to obtain a better approximation to the thick film solu­
tion based on the ASE theory, a semiempirical approach was 
taken. The empirical formula was arrived at by noting that 
the net heat flux, when normalized by its value as T,i/'1\ ap­
proaches zero, can be well represented for 1\ < 200 K by 

(18) 

The limiting value of heat flux as Ta/Ti —>- 0 is obtained by using 
the total absorptivity of o in place of its total emissivity in the 
"diffuse-gray" approximation, i.e., 

t'lji , \ ^ nrOjjTV 
q \1\ ~* ) ~ [ U M e u - K f ' i ) + 1.33a3„->(7',, T3)]' 

~ T" 
COPPER WITH RESIDUAL RESISTIVITY = 1.8 x 10 ncm 

0.2 0.4 0.6 0.8 1.0 
TEMPERATURE RATIO, T 3 / T, 

Fig. 4 Comparison of thick film solution and "diffuse-gray" approxima­
tion based on ASF. 

1.6 "T ^ 9 . COPPER WITH RESIDUAL RESISTIVITY = l.8xlO Acrr 

T| = 50°K 

0 0.2 0.4 0.6 0.8 1.0 
TEMPERATURE R A T I O , T 3 / T | 

Fig. 5 Comparison of thick film solution and "diffuse-gray" approxima­
tion based on ASE 

where the normal absorptivity of 3 is given by 

aSn(Ti,r3) = I [1 (20) 

(19) 

and unity has been neglected in the denominator of equation (19). 
Also, the hemispherical values have been replaced by 1.33 times 
the normal value of emissivity and absorptivity. Approximate 
expressions for the total radiation properties based on ASE can 
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Fig. 6 Semiempirical curve and thick fiim solution based on ASE for 
various intervening dielectrics 

be obtained for metals below room temperatures [12] as: 

,4 ,(7'i) ,' 3 \/S 
e,„(7V) = H2(2.37)iii I — + -1 5,(7 ' , ) / 1 + 1.71M,('A) 

(21) 

as„!7'„ T3) = „S(2.37)S» ( - + ? ^ - ) r ^ ^ T T (22) 

whei'e 

,1(2') = 
2 

4 cr3(7'3)/ 1 + 1.7CL43(7'i) 

2_ /?JTrm\"kl' 

35 \iVe-/i/ h 
(23) 

and the multiplicative factor 1.70 has been added to the de­
nominator to improve accuracy. If metals 1 and 3 are the same, 

1 (1.33X2.37)^63/1 (?'!) 

( « 7 + «3)(1 + 1.70.4(2',)) 
1 -

wher 

124) 

(25) 

This normalized heat flux is plotted in Fig. 6 together with the 
thick film solution for various values of the index of refraction of 
the dielectric layer. I t is noted that the agreement is fairly 
good, so for practical calculation, equation (24) can be used in 
place of the integration of equation (8). 

It is of interest to note that at low temperatures the net flux 
becomes proportional to the cube of the index of refraction of the 
intervening dielectric as seen from the thick film solution. This 
dependence is predicted by the semiempirical formula and is due 

to the impedance becoming very small at low temperature so that 
by expanding (9) for the TE case 

c He(/) 
p(d-,, T, v) = 1 - e(02, T, c) ~ 1 —- «, cos e2 (26) 

2-7T 

With this approximation, the transmission factor given by equa­
tion (14) becomes 

1 1 
T(02, 7',, Th v) 

2ir Re(Zj) lie(Z3) 
(27) 

The same lit dependence can be shown for the TM wave case. 
Using these transmission coefficients in equation (8) results in the 
cubic dependence at low temperatures. 
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Small Spacing Analysis of Radiative Transfer 
Between Parallel Metallic Surfaces1 

An attempt is made on the basis of electromagnetic theory to predict spacing effects on 
the radiative transfer between two closely-spaced, semi-infinite metals separated by a 
nonconducting dielectric. Electromagnetic energy transmission factors are derived for a 
general, three-medium system and tlieir simplification for the metal-dielectric-metal 
system is shown. The net energy flux is calculated with these transmission factors and 
the estimated intensities in the metals. Numerical results are given which exhibit the 
effects of metal spacing, metal type, temperature level, and type of dielectric. Variations 
in the heat flux of several orders of magnitude are shown to exist in a system whereas the 
Stefan-BoUzmann relation indicates a constant flux, independent of spacing. 

Introduction 

1 HIS is the second of three papers considering radia­
tive transfer between metallic surfaces at cryogenic temperatures. 
In the first paper [ l ] , 2 theoretical results have been presented for 
the case when the surface spacing is large as compared to the 
characteristic wavelength of radiation involved. The present 
paper considers the problem associated with small spacings. An 
experimental study is presented in the third paper [2]. The prac-
tical importance of the small spacing effect on radiative transfer 

1 This work constitutes part of the PhD thesis of R. F. Boelun, en­
titled, "Spacing Effects of Radiative Transfer Between Metals," 
Department of Mechanical Engineering, University of California, 
Berkeley, Calif., 1968. The authors wish to acknowledge the support 
of this work by NASA Grant NGR-05-003-285. 

2 Numbers in brackets designate references at end of paper. 

Contributed by the Heat Transfer Division and presented at the 
Winter Annual Meeting, Los Angeles, Calif., November 10-20, 1909, 
of T H E AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manu­
script received by Heat Transfer Division, January 2, 1909; revised 
manuscript received July 1, 1909. Paper No. G9-WA/HT-8. 

can be readily realized by considering the magnitudes of the spac­
ing between two adjacent radiation shields and the characteristic 
wavelength of radiation involved in cryogenic insulation systems. 
In commonly used multilayer insulations for cryogenic applica­
tions [3], the spacing between two shields is often of the order of 
10~3 cm or less while the characteristic wavelength of radiation 
according to Wien's displacement law ranges from 10~2 cm at 
liquid helium temperatures to 1 0 - 3 cm at liquid nitrogen tem­
peratures. 

The effect of small spacings on radiative transfer between two 
surfaces has its origin, on the basis of electromagnetic theory, in 
the optical phenomena of frustrated total internal reflection (i.e., 
radiation tunneling) and wave interference [4]. Emslie [o] first 
pointed out the applicability of these optical concepts to the cal­
culation of radiative transfer between solids. A quantitative 
analysis was next performed by Cravalho, Tien, and Caren (6j, 
who considered a system of two dielectrics separated by a vacuum 
gap. Caren [7] has recently made a valuable analysis of the 
radiation tunneling between two metals. 

-Nomenclatiire-

c 
d 
E 
e 

H 
/ 
i 

speed of light in a vacuum 
metal spacing distance 
electric field vector 
spectral emissive power 
magnetic field vector 
radiant intensity 
imaginary operator = 

k = absorption coefficient 
t = complex propagation vectoi 
?! = refractive index 
•a = complex refractive index = 

n + ik 
0 = order of magnitude 

P, Q, R, S = groups of variables in trans­
mission factor calculation 

q = heat flux 

r = position vector 

S = Poynting vector 

T = transmission factor 

T = temperature 

x, y, z = coordinate directions 
(Continued on next page) 

Journal of Heat Transfer AUGUST 1 970 / 405 Copyright © 1970 by ASME
Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



8 ^ " s i 
I > v 

1 X 8 / 

REGION i 
METAL A 

y 

+ __ 

— 

« ^ d —-
REGION 2 

DIELECTRIC 

t 

REGION 3 
METAL B 

Fig. 1 

I I 
The system under consideration 

Formulation of the Problem 
It is the purpose of this work to attempt an analytical predic­

tion of the total radiation flux between two metals that are sepa­
rated by a small distance, d. The physical system shown 
schematically in Kg. 1, is assumed to consist of two semi-infinite 
metals of uniform but different temperatures, 'l\ and 7'3. An 
ideal (nonconducting) dielectric is assumed to fill the space be­
tween the metals. 

To calculate the net energy transfer, it is convenient first to 
evaluate the unidirectional heat flux (e.g., the flux that pene­
trates the second medium as a result of the intensity level of the 
first medium). From the usual definition of intensity [S| the 
unidirectional heat flux across the second boundary can lie 
written 

'/ci = 

Jo J Q 

In cos ddildv (1) 

where the symbol Q represents integration of the solid angle il 
over a half space. The usual definition of the electromagnetic 
energy transmission factor allows the transmitted intensity, fa, 
to be expressed in terms of the incident intensity, h, 

T,: Iv, A (2) 

If the intensity is isotropic and unpolarized, as will be assumed 
here, the transmission factor can be taken to be the average of 
transverse magnetic (TM) and transverse electric (TE) polariza­
tion transmission factors [4J. In addition, the solid angle is con­
veniently expressed in terms of spherical coordinates 0 and <j>, 
allowing integration over <j> to be readily carried out. Hence the 

flux in the second metal due to the intensity in the first can be 
written as 

qa = 7T ST 
Jo Jo 

/i(T13™ + Ti:,
TE) cos 6 sin Bdddv (3) 

Utilization of the foregoing equation requires that the intensity 
within the metal be given. This can be accomplished by estimat­
ing the intensity in a metal necessary for equilibrium to exist 
across a metal-vacuum interface, assuming the vacuum be filled 
with blackbody radiation. Fragstein [9J corrected a result 
given by Lane [10] and found that an energy balance for normal 
incidence on a general interface yields: 

h(nr + A-rj/nr1 = f-j(na
2 + fc3

2)/V (4) 

where n and k are the refractive index and the absorption coef­
ficient for the given medium, and / is the specific intensity. Al­
though the normal incidence assumption is a simplification of the 
exact situation, it should be a good approximation on account of 
the isotropic nature of the radiation field. The intensity in a 
metal can now be expressed in terms of the blackbody emissive 
power based on the temperature of metal 1, 

h = 
1 M l " 

The unidirectional flux tints becomes 

T / 2 

„('/', (5) 

f/13 S"S* 
Jo Jo 

(TV™ + Tl3™) , eh(Ti) 
«i2 + A'.2 

X cos 9 sin ddOdv (6) 

where the transmission factors are to be specified in the next sec­
tion. With the other unidirectional flux found in a similar 
manner, the net energy flux is given by 

qn (7) 

Transmission Factors Derivation 
General Three Media Case. A very important aspect of the 

present work is the derivation of the transmission factors, which 
will now be considered. The method is one patterned after 
Caren [7]. In the present, analysis it will be assumed that two 
parallel, semi-infinite media are separated by another medium. 
All three media are isotropic, nonmagnetic, contain no externally 
induced charges, and can be represented by a complex index of re­
fraction. It is therefore expected [4] that, in general, the waves 
present will be plane and inhomogeneous in nature. As an ex-

-Nomenclature-

o = 

propagation vector for the 
interference case 

propagation vector for the 
tunneling case 

electrical permittivity 
square of electric field am­

plitude ratio 
= angle of incidence measured 

from normal 
= wavelength 
= magnetic permeability 
= frequency 
= square of magnetic field am­

plitude ratio 
= angle of incidence or polar 

coordinate angle 

X = phase angle or angle be­
tween amplitude planes 
and phase planes 

0 = solid angle 
a) = angular frequency = 'iirv 

Subscripts 

b = blackbody 
c = critical value 
/ = interference 
i = incident 

max = value at maximum point 
0 = reference to base plane 
/• = reflected 

T = tunneling 
1 = transmitted 

:c, y, '• = coordinate directions 

f, '•> = denotes particular metal 
2 = denotes intervening dielectric 

Superscripts 

TE = t ransverse electric 
T M = transverse magnetic 

1 = real part of complex number 
2 = imaginary part of complex num­

ber 
+ = direction in intervening material 

from incident to transmitted 
— = direction in intervening material 

from transmitted to incident 
' = denotes coordinate system be­

ginning at second interface 
* = complex conjugate 
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ample, then, the electric field can be represented as _ 4kizkz
+En,x 

I = E„ exp [/[k-r - co]<} (8) - (k,z - L + ) (£ , 2 - A\+) exp {-f^+t/} 

A tilde represents a complex quantity, while an asterisk denotes 
a complex conjugate. Boldface type represents a vector quan­
tity (hence (<* represents the complex conjugate propagation 
vector, k* = k1 — ?'k2). 

Consider first the TE case. The :i;-componenls of the incident, 
reflected, " + ," and " —" waves (note that in Fig. 1 the it-com­
ponent is the only one present) are written similar to equation 
(8). The transmitted wave, however, is given as 

Eu = E V exp {i[kt-x' - oil]} (9) 

where r' applies to a coordinate system with datum at z = d (see 
Fig. 1). Application of the continuity of field and propagation 
quantities at the first interface yields 

Ei«i + /?,<,, = fii<+ + # > , - (10) 

Hi,,, + Hr0u = /?(,,,+ + fh,r (11) 

and 

K = K = *»+ = *»_ (i2) 

where the latter relationship is required so that equations (10) 
and (11) hold anywhere on the boundary. 

The Maxwell's equation [11] which involves the vector product 
of the electric field and the propagation vector is used to eliminate 
the magnetic field quantities of equation (10). Assuming that the 
permeability is essentially unity, and noting that 

kiz = - # „ (13) 

and 

k,j = -A \~ (14) 

equation (11) becomes: 

2kizEitlI = E0l
+(k,z + kz+) + E0l-{ku - L+) (15) 

where equation (10) has been used to eliminate the reflected elec­
tric field component. 

A similar procedure is performed at the second interface. 

Thus, at z = d(rz' = 0,rz = d) 

Ex+ + E~ = Elx (16) 

#„+ + n,r = H,,, (i7) 

k,+ = kf = kly (18) 

Since the form of the wave in the intervening material is given 
similar to equation (8), equation (16) can be written as 

E0x
+ exp \ikz

+d\ + E<,r exp { -ih,+d) = Em (19) 

The abovementioned Maxwell equation is again invoked to ex­
press equation (17) in the following form: 

kz+(E0,r + exp {ikz
+d} - 2?0,- exp { -ikz+d\) = klzE!0x (20) 

Eliminating E0x
+ and E0x~~ between equations (19) and (20) and 

substituting the result into equation (15) there results after re­
arrangement, 

Hence, the transmitted field lias been found in terms of the inci­
dent field and the propagation vectors for the TE case. 

The transmission factor through the intervening material is 
found from the ratio of the energy crossing interface I I to that 
impinging upon interface I. Energy flow in a specific direction 
is readily found from consideration of the component of the 
Poynting vector in that direction [11], For the transmitted 
energy it gives 

<S„2> = ~ RejA',* X fit}„d (22) 

where the symbols ( ) represent the time averaged value. Elimi­
nating / / in the same manner as before, there results: 

< W = — !#<o,i2 He {£,.} = — \Em4''kul (23) 
2w ' ' 2u 

Proceeding similarly for the incident energy gives 

<S,-„,> = 7- I^M 2 ^ 1 (24) 
2w ' 

The definition of the incident energy in this manner is open to 
question. Several authors (e.g., see the works of Fragstein [9], 
Knitt l [12], and Salzberg [13]) have shown that waves incident 
on the interface between a general class of adjoining materials 
form a standing wave from the interaction of the incident wave 
and the reflected wave. In fact, in the close proximity to the 
interface there is an energy present in addition to the incident, 
reflected and transmitted energy. Equation (24) should hold, 
however, a short distance from the interface. 

Now define the transverse electric transmission factor as 

TTE = <S<o2y(S,te> = eklz\/kizi (25) 

where the definition 

Q=\£m\y\Ei0jr\* (26) 

has been used. By use of equation (21), equation (26) can be ex­
pressed explicitly as 

where, for example, 

P,= \kiz^ + |A\+|2 (28) 

Qt= \ki:\> - |£2+j2 (29) 

# , = ^1^1+- -f kis%
i+ (30) 

£',.== A-,.2>^2+ - kiz%
i+ (31) 

Now consider the TM case. Following the basic derivation of 
Caren, the boundary conditions given in equations (10), (11), 
(16), and (17) are replaced by the following: 

( P ; + 2Ri)(Pl'+ 2/!»(fexp {2kz*
+d} - (Q,- - 2iS{KQ, ~-2iS,) exp }2ikz

i+cl\ 

- (Q; + 2iSi)(Q, + 2iS,) exp j -Zik^+d] + ( P ; - 2P, ) (P , - 2Rt) exp { -2k*+d\ 
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at boundary I 

Ht(lx + Hr0x = /?„,+ + H0r~ (32) 

A'IOJ + ^I-OII = Eo,j^ + Eou~ ( 0 0) 

while at boundary II 

/?,+ + ffx~ = # „ (34) 

#„ + + £ „ - = / 3 , , (35) 

In the TE case, the H component was eliminated in favor of the 
E component. Here, however, the procedure is the opposite. 
The Maxwell equation [11] 

E„ = cofikjljick (36) 

is used for t his purpose. Note that additionally [11] 

ft-fi = u2i/U (37) 

Eliminating the electric component in equation (33) by use of the 
foregoing equations yields 

^ Hit* + ~ / / ,„, = A-L- H0I* + ^r H«r (38) 
e, e,. e e 

where 

Pi=\ihi!\*+ | e 4 + |z (44) 

Q , . = |i£,, |2 - |e,4 + j 2 (45) 

Rt= (e'A-;,1 - e%i;-)(ei%
1+ - e,2A-2

2+) 

+ (e'A;s2 + e%h
1)(€i'k/+ + €;

2A-Si-) (46) 

£ ' , .= ( e ' V - £2A12
2)(e,1A-2

2 + + e;
2A-2

I+) 
- (e'A-,,2 + e,-kil

1)(ti%i+ - e,-2A-2
2+) (47) 

Tj-ansmission Factors for a Metal-Dieiectric-Metal System. Since the 
transmission factors given in the previous section are quite 
general, the}' can be reduced significantly for a particular system 
of interest. By appropriate combination of Maxwell's eciuations 
for a homogeneous material containing no externally introduced 
charges or currents [UJ . i t can be shown that 

Fig. 2 Impingement of a nonhomogeneous wave on a boundary 

(<•!< = jXeoj0- = (n + «'A-)2a>2/e2 = |k ' |2 - jk2j2 + 2/k ]-k2 (48) 

In what follows, it will be assumed that 

wave on a metal-metal boundary as represented in Fig. 2 [11]. 
Planes perpendicular to the k1 vector represent planes of constant 
phase, while planes perpendicular to the k2 vector represent planes 
of constant amplitude. Identical space dependence of the electric, 
and magnetic vector anywhere along the boundary requires that 
the component of the propagation vector parallel to the boundary 
must be continuous. A good example is the boundary condition 
given in equation (12) or (18), viz. 

% = ky+ = k(v (52<' 

As can be seen from eciuations (48), (50), and (51), the complex 
propagation vector for planes of constant phase in the dielectric 
must be entirely real or entirely imaginary. It follows that the 
(/-component must be either completely real or completely 
imaginary. 

where the e without subscript refers to the intervening material. 
Equations (13) and (14) can be employed here in conjunction 
with the fact 

«,• = «r 

and equation (32). The result is 

4(i£ ia)(i,A\+)# i0j? 

//«, (i£,2 + i,A2
+)(i£(, + ~etks

+) exp { -ik^d] 

- (ekh - e,A-2
+)(iA-,2 - i,£2+) exp {ikz

+d\ 

(39) 

(40) 

and some distinct similarities to equation (21) are noted. 
With the definition of the transmitted and incident energy for 

the TM case, the transmission factor is found to be 

T™ = (S(0,)/(S,-oa) = $ p 
hHit'k,/ + e,2A-,2

2) 

i , | 2 ( e ; ^ 2 ' + e,2Ai2
2) 

where 

Hence, with equation (40), there results 

(41) 

(42) 

16iL 

M = M1 1 (49) 

which is essentially true for all materials at optical frequencies. 
Hence from equation (48) the relationship between the propaga­
tion vectors and the electrical permittivity can be determined. 
In particular, it can be shown that 

k< = — ; = [(»2 - fc2) + {(»2 - /t2)* + 4n2fc2/cos2 x ) ' A ] 
c \ / 2 

<m 

c-v/2 
[ - ( » ' - A2) + {(n2 - A-2)2 + 4» 2 Wcos 2 x} v = ] 

(51) 

where x is the angle between the planes of constant phase and 
the planes of constant amplitude. 

With the magnitude of the propagation vector determined 
from the optical properties as outlined in the foregoing, the deter­
mination of its direction will complete the specification. For the 
sake of completeness, consider impingement of a nonhomogeneous 

(P,- + 2Ri)(Pt + 2/t,) exp {2A-2
2+rf| - (Qt - 2iSi)(Q, - 2iS,) exp { -2ik^d\ 

- (Q: + 2iSi)(Ql + 2('S() exp { -2ik,*+d\ + (Pt - 2Ri){Pt ~ 2Rt) exp { -2A-2
2+</} 

(43) 
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Snell's law, which is a result of equation (52), requires that : 
(see Fig. 2) 

|k,-'| sin 0,- = |k»+| sin 

k,-2 sin <j>, = k2 + sin 

(53) 

(54) 

where the angles refer to the direction of particular vector makes 
with the normal. Hence, if the " - ) - " region in Fig. 2 is taken to 
bo a dielectric, equation (51) indicates that 

and since jk,-2] ^ 0, then 

|k2+| = 0 

sin 4>,: = 0 

(55) 

(56) 

and 

In the T M case 

Qt = F d 2 - « 2 

Rt = a*,,1 

Si = -ak^ 

T,TE = 9,*,,'/*,-,1 

8a2|i,|2|A-,s|
2(e)2 

where 
The important conclusion follows that the planes of constant 
amplitude in a parallel composite system containing at least one 
dielectric must be parallel to the interface planes. 

Equation (52) reduces, in the case of a dielectric sandwiched 
between two metals, to 

f. _ ;. i _ 7. i + _ i. (57) 

From geometrical considerations the vector is related to its 
(/-component by 

and 

V = |k' | sin 9 

Also note that the dot product can be written as 

kk = (k„y- + a-,)2 

(58) 

(59) 

P,:P, + 4Rfi't - (QtQ, - 4SiSt) cos 2ad 

- 2(5 ,0 , + StQi) sin 2ad 

Pt = (e)2|A-,-2|
2 + a2|i,-|2 

Q- = (e)2jftu,|
2 - a2|i,-|2 

Hi = ea(e^ku
l + e,-2ft;j

2) 

S( = ea(61-
2A',,1 - eik-i,*) 

r,™ = *, fe^i + *>*„') 
' ' li^e^kj + e,2/c„2) 

(66) 

(67) 

(68) 

(69) 

(70) 

(71) 

(72) 

(73) 

(74) 

(75) 

Now, for the tunneling situation, consider first the TE 
The results are 

From the equations given above the vector transmitted per­
pendicular to the interface can be written 

G„ = 
le/^lft, 

K+ = v W w V c 2 ) - |k , |2sin2( 

(Pi + 21ii)(P, + 2i?,)exp {20d} 

+ (l^ - 2R,)(P, - 2Rt) exp { -20c/} - 2Q,Qt 

(60) 

where propagation from a metal into a dielectric has been con­
sidered in this case. 

When the quantity under the radical in equation (60) is positive 
the complex propagation vector in the dielectric is real, resulting 
in regular homogeneous plane waves (wave interference). On 
the other hand, a negative quantity under the radical due to the 
inequality 

where 

Pi = jft12|
2 + /32 

Qi = |A',,|2 - /32 

Ri = $ku 

S, = /3ft,-,1 

sin2 d, > 
c2|k;j 

(61) and 

is the situation for radiation tunneling. 
It should be noted in passing that the angle for which the 

equality holds in equation (61) is called the critical angle, BiiC. 
Kays impinging on the metal surface from the inside at angles 
greater than the critical angle are totally reflected back into the 
metal. The notation 

For the TM case, they are 

t6|32(e)g|/y2]i,l2 

HSiSt 

(76) 

(77) 

(78) 

(79) 

(80) 

(81) 

$. 

ftV 0 

< 

> 

(62) 

(63) 

(Pi + 2Ri)(P, + 2R<) exp {2(3d\ 

+ (1^ - 2Ri)(P, ~ 2Rt) exp {-2,3d} - 2QtQ, + 8Sl(S( 

(82) 

where 

will be adopted here for simplicity. 
The form of the transmission factor, as given in equations (25) 

and (41), can now be simplified. Consider first the interference 
situation. After some rearrangement there results for the TE 
case 

9 / " P.-P, 

8 ft,-, 2a2 

+ 4RiR, - (QiQ, - 4SiS,) cos 2ad 

- 2(S,Qt + StQi) sin 2ad 

(64) and 

where the incident and transmitted P, Q, R, S quantities are de­
fined similarly, e.g., 

Pi = |ftis|
2 + a2 (65) 

P, = (e^ft,,!2 + /32|6,-|2 

Qi = (e)2|ft;,|
2 - /32|i,-|2 

Hi = e/3(e,-1ft,-i
2 - e^ft,-,1) 

Si = e^(€,-1ft,-2
1 + e f̂t,-.,2) 

T;,M _ * N'^1**' -tlitlH 
IM2^,1^1 + <^ 2 ) 

(83) 

(84) 

(85) 

(86) 

(87) 

The behavior of the expressions represented by equations (69), 
(75), (81), and (87) can be investigated, in general, only through 
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Fig, 3 The effects of intervening dielectric at low temperature Fig. 4 The influence of temperature level on energy transfer 

numerical means. However, some limiting values can be ex­
amined analytically. Specifically, all four equations reduce to a 
limit of unity at zero spacing for the special case of identical 
properties in both metals. Also, both tunneling factors, equa­
tions (81) and (87), yield zero values in the limit of infinite spac­
ing for any property combinations. 

Results and Discussion 
Numerical results calculated from the present theory are 

shown in Figs. 3-">. In each case the fluxes corresponding to 
radiation tunneling and wave interference are shown. Infinite 
spacing results [1] of the present series of papers are also shown. 
A dashed line is used to indicate a possible behavior of the small 
spacing solution in approaching the infinite spacing solution. 
While this matching is open to question due to the two different 
calculation procedures, there appears to be a good correspondence 
between the results. 

All calculations were performed using the anomalous skin 
effect theory for prediction of the optical properties. This theory 
accounts for both the time and space variation of the electric 
field in the metal. The Drude single electron theory, a theory 
that has often been used in calculations, accounts for the time 
variation only. When used in engineering calculations for ra­
diation phenomena, the anomalous skin effect theory has been 
shown to be a better approximation to the actual situation than 
more classical methods, especially at cryogenic temperatures 
[14|. This theory is still tinder certain limitations, however, 
and this is probably the single greatest source of error in the 
present work. A more complete discussion of the anomalous skin 
effect theory and its application to engineering predictions can be 
found elsewhere [I4 | . Table t indicates the residual resistivity 
used in the present calculations [ 15]. 

Fig. 3 shows the effects of the intervening dielectric. A low 
temperature situation is given since this may have application 
to high-performance cryogenic insulations made of multilayered, 
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Table 1 Residual resistivity of metals under consideration 

Metal copper silver gold titanium 
liesidual Resistivity 

(ohm-cm) l . X X 1 0 _ , J (I X Mr" (I SI X 10 "6 

iiietallic-conted-plastic sheets. From the figure it can be seen 
lliaf at very small spacings where the tunneling contribution 
dominates, the dielectric's effect on heat transfer is negligible. 
However, in the large spacing asymptote, where tunneling effects 
are no longer important, the heat transfer increases markedly 
with an increasing dielectric index of refraction. 

KITects of temperature level are illustrated in Fig. 4. Here an 
index of refraction in the dielectric is taken to be unity (vacuum). 
Along with the 14.0 4.0 deg K base curve, :!()() 1(1(1 deg K (which 
was chosen as it has approximately the same temperature ratio) 
and 300 29(1 (leg K (which has the same temperature difference) 
curves a>'e shown. Tn addition lo the obvious fact of increased 
energy transfer with increased temperature level, the interference 
contribution reaches its minimum at much shorter distances, a 
manifestation of the shorter characteristic wavelengths in the 
higher temperature radiation spectrum. The .'!()() 2!)0 deg K 
curves indicate the effects on the heal flux when the lower tem­
perature surf ace becomes import ant. 

Fig. ,"> indicates the effect of metal characteristics in the present 
theory. Generally, higher conductivity materials exhibit lower 
heat fluxes at all bill very close spacings. This characteristic 
corresponds to the low values of emissivity that are expected for 
good electrical conductors. In mismatch cases, the interference 
calculation is symmetrical, e.g., copper titanium yields the same 
results as titanium copper. The tunneling situation does not 
appear to exhibit this characteristic. Also note that metals that 
are physically similar to copper, such as silver and gold, yield re­
sults essentially the same as those for copper. 

The tunneling and interference contributions for a particular 
situation can be simply added to yield the total heat flux pre­
dicted by the present theory. It is of interest to compare this 
l\ pe of theoretical result qualitatively with those given for an all 
dielectric system by C'ravalho, Tien and Careu [(>]. While 
there seems to be a great similarily between the interference 
contribution:* calculated for the two different s\stems, and also 
between the tunneling contributions, the total (lux curves differ 
in one major characteristic. In the present theory the total flux 
exhibits a minimum value, whereas calculations for I he dielectric 
s\-lem indicate a monatomically decreasing function which 
as\ mplotically approaches the infinite spacing result. 

Some general trends in (he present theory can be noted. The 
spacing variable will be nondimensionalized with the wavelength 
id which the maximum blackbody emission occurs. This wave­
length is given by [S] 

n-.T\m:n = O.S2S9S cm deg K (88) 

The prime item of interest is the spacing above which the infinite 
spacing result should apply. It appeal's that this is given by 

<' H.J\„,.IV > (l( 1 I (infinite-spacing solution valid I (SSI) 

Note that C'ravalho, Tien and Careu [(i| found that for two di­
electrics separated by a vacuum gap this limit is given by </ A,„.iX 

-- •'!. Radiation tunneling definitely becomes important for 
spacings which are smaller than this bv an order of magnitude. 
8o 

'/ ''i»Am„ < 0(0.1 ) (all radiation tunneling I (90) 

The limiting value of heat flux at zero spacing could apply to the 
prediction of radiant heat flux between relatively smooth surfaces 
almost in contact (i.e. in the determination of radiative contact 
resistance). A very rough approximation of this flux can be 
found from 

./,i,o = [ « / / ( « / + k/)}q„^ (j = i, 3) ((H) 

where n and k are values of the optical constants evaluated at 
some characteristic wavelength in the pertinent emissive power 
spectrum. Hence, (he predicted ratio of the zero spacing flux to 
the infinite spacing flux can vary in copper from about, 103 at 
room temperature up lo about 10s at cryogenic temperatures. 

Conclusions 
1 Radiative heat flux at close spacings consists of two con­

tributions. One is a radiative tunneling contribution which is 
found at zero spacing to be several orders of magnitude larger than 
the classical prediction but which decreases rapidly with distance. 
The other is a wave interference contribution, which decreases 
with increasing spacing and then increases to approach the large 
spacing results. 

2 The spacing-independent solution holds for spacings given 
by il/ihXmnx > 0(1), while radiation tunneling is shown lo be 
dominant for <l/ii->\„,:i>i < 0(0.1'). 

3 The presence of a transparent material between two radiat­
ing metals has very litlle effect at very small spaces, but en­
hances heat exchange for larger spacings. 
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Experimental Investigation of Radiative 
Transfer Between Metallic Surfaces at 
Cryogenic Temperatures1 

Experimental measurements of the radiative heat flux between two parallel copper 
disks in the liquid-helium temperature range are presented. The temperature levels 
investigated were primarily for the higher temperature disk (emitter) at 10.0 deg K 
and 15.1 deg K and the lower temperature disk (receiver) at approximately lh5 deg K. 
For the 15.1 deg K emitter temperature, the spacing was varied from 0.201 cm to 
0.001 cm. For the 10 deg K emitter case, the spacing ivas varied from 0.044 cm to 
0.005 cm. Experimental data at small spacings show a definite spacing dependence 
of radiative transfer which agree qualitatively with the predicted result. Based on 
the measurements at large spacings, an estimate of the toted hemispherical emissivity 
for the copper surfaces in the liquid-helium temperature range indicates a value of 
0.015, which is approximately one order of magnitude higher than predicted. The 
possible causes for the discrepancies are discussed. 

Introduction 

• his is the third of three papers considering radi­
ative transfer between metallic surfaces at cryogenic tempera­
tures. The present paper is concerned with the experimental in­
vestigation, while the first two papers [1, 2]2 present the theoreti­
cal analysis of the subject. The primary purpose of the present 
paper is to investigate experimentally the radiative transfer be­
tween two parallel metallic surfaces in a wide range of surface 
spacings so that both the small spacing effect and the thick film 
limiting value can be observed. The latter information can be 
used So estimate the total hemispherical emissivity of metallic 
surfaces under consideration. To achieve this aim requires ex­
perimental measurements in the liquid-helium temperature range 
under ultrahigh vacuum conditions. 

Existing experimental investigations of the thermal radiation 
of solids at cryogenic temperatures have been largely concerned 
with measurements of radiation properties of metals in the tem-

1 This work constitutes part of the Fill) thesis of G. A. Domoto, entitled, 
"Thermal Radiation of Metallic Surfaces at Liquid Helium Temperatures," 
Department of Mechanical Engineering, University of California, Berkeley, 
Calif., 196-8. The authors wish to acknowledge the support of this work by-
NASA Grant NGR-05-003-285. 

2 Numbers in brackets designate References at end of paper. 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Los Angeles, Calif., November 16-20. 1909, of T H E AMER­
ICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, January 2, 1969. Paper No. 09-WA/HT-7. 

perature range from liquid-nitrogen temperatures to room tem­
perature [3]. A limited amount of spectral radiation data do 
exist in the liquid-helium temperature range, but they are re­
stricted to the near infrared and infrared spectrum. Due to the 
shift of the Planck function to long wavelengths at low tempera­
tures, the spectral range of interest for thermal radiation trans­
port calculations between metals at cryogenic temperatures is 
the far infrared. The difficulty in making the far infrared mea­
surements arises from the difficulty of finding a suitable long 
wavelength source of sufficient intensity and also from the fart 
that the reflectivity of metals approaches very close to unity in 
the far infrared at cryogenic temperatures. Measurements of 
total radiation properties have been reported only in the liquid-
nitrogen temperature range. A large portion of the data is for 
the total reflectance based on a room temperature source and 
thus provides little information concerning the emission charac­
teristics or total emissivity used in engineering calculations. 

In order to study experimentally the spacing effect on radiative 
transfer, direct measurements of radiative transfer between me­
tallic surfaces at liquid-helium temperatures are particularly 
needed. This type of measurement has been totally lacking in the 
literature. Other than the preliminary data reported recently in 
conjunction with the description of the present apparatus ami 
experimental techniques [4j, no experimental study has ever been 
reported regarding the spacing effect on radiative transfer. 

The present investigation reports measurements of the radi­
ative transfer between two parallel copper disks with varying 
spacings at liquid-helium temperatures in a vacuum environ­
ment of about 10"12 torr. The experimental results indicate 
clearly the existence of a spacing effect at small spacings in 
qualitative agreement with the predicted trend. An estimate 
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ct the total hemispherical emi--ivity has also been obtained for 
• 'je r'opper Miri'fires in the temperature range of the experiment. 
1 he estimated value of 0.01.5, however, is approximately one 
.11 dcr of magnitude higher than predicted. Discrepancies shown 
l-i the quantitative comparison between theory and experiment 
lie di-etf-sed in detail in terms of possible areas of uncertainty in 
hoth the theoretical framework and experimental measurements. 

Apparatus and Procedure 

The apparatus and procedure used in the study have been 
described in detail by Cravalho Domoto, and Tien [4]; therefore, 
Mi>h a biiff Mimmarv will be niveu here. The apparatus consisted 
.•wntially ol two S..5 cm diameter copper disks termed the emitter 
.ud receiver. The emitter and receiver were mounted in a parallel 
• iiixial conliguiaiion within a black-walled, ultrahigh vacuum 
• hamber immcised in a liquid-helium bath. Both the emitter and 
i'-i fiver were connected to a base ring which in turn was attached 
to one end wall of the vacuum chamber. The thermal link be-
i iseen the receivei and the base riim was designed to offer a high 
ic-iMance to heat flow. The temperature of the base ring acted 
is a base temperattue for the measurements and attempts were 
(Iride to control (hi- base temperature at a constant value slightly 
.hove the liquid-helium bath temperature. The control device 
i-ed was similai to that designed by Blake and Chase [ol. 

The instrumentation primarily consists of precalihrated ger-
i'i inium and carbon resistance theunometers mounted on the 
. nut(ei, receiver, and base ring. Resistance measurements were 
Made using four-lead techniques to an accuracy of at least 0.10 
ificent while dissipating less than 10-'-' watts. 

In order to eliminate the residual gas conduction between the 
nutter and receiver, an ultrahiah vacuum was provided by a 

molecular s,>v|„.nt trapped diftiision pump and the cryopumping 
• Itect of the liquid-helium bath. The pressure levels attained 
,% Hh the vacuum chamber were believed to be below the li)'Vi 

i HI rang'1, indicated by a Kreisman cold cathode gauge mounted 
it a room temperature location of the vacuum system. 

The calorimetric technique employed in the heat flux measure­
ments is similar to that developed by Caren [(>]. The measure-
'iient technique consists of first calibrating the thermal link he-
ween the receiver and the base ring. The calibration is accom-

olished by allowing the emitter to cool to essentially the bath 
emperature, then dissipating known amounts of energy in resis-

'ois mounted on the receiver and measuring the temperature dif-
>erence developed across the thermal link. Thus, the tempera­
ttue difference across' the thermal link becomes a quantitative 
measure of the net heat transferred into the receiver. If the base 
temperature is maintained at a constant value, the resistance of 

the receiver thermometer is indicative of the temperature dif­
ference and thus heat flux into the receiver. Once the thermal 
link has been calibrated, the rest of the measurements consist of 
heating the emitter to the desired temperature, setting the desired 
spacing, and recording the temperature difference developed 
across the thermal link (receiver resistance). From the calibra­
tion, the net heat flux for the various spacings and emitter and 
receiver temperatures is obtained. 

I t is noted that the temperature of the receiver changes very 
little throughout the experiment. Nevertheless, the change in 
resistance of the resistance thermometers is large enough and 
measured to sufficient accuracy so that the extremely small values 
of radiative flux can he measured. This calorimetric technique 
eliminates the problem of accounting for lead losses since the 
electrical leads are calibrated along with the thermal link. 

Experimental Results 

The radiative heat flux between parallel copper disks of 8.5 cm 
diameter has been obtained experimentally for emitter tempera­
tures of approximately 15.1 K, 13.8 K, and 10.0 deg K with a 
receiver temperature of approximately 4.5 deg K in all cases. 
For the 15.1 deg K emitter case, the spacing between emitter and 
receiver ranged from 0.201 cm to 0.001 cm and for the 10.0 deg K 
emitter case, from 0.044 cm to 0.005 cm. The single point for the 
13.8 deg K emitter temperature was taken at a spacing of 0.017 
cm. 

Table 1 represents the results of the calibration of receiver 
power input versus the resistance of the receiver temperature 
sensing element. With the emitter at low temperature so that 
the radiation interchange is negligible as compared to the elec-

1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 2.15 
RECEIVER SENSOR RESISTANCE, RR x lO"4, (ohms) 

Fig. 1 Calibration for receiver of power input versus sensor re­
sistance 

Table 1 Calibration of receiver power input versus temperature sensor resistance 

Corrected- Receiver 

11 xlO *' 

ohns 

1 .750 

I .838 

1 .869 

1 .892 

1.933 

2,(J 27 

2.312 

Tn 
• J K 

-1 .042 

•1.580 

•1.571 

'1.557 

•3,533 

•1.-182 

•1,'Ml 

V10 

ohins 

1, 93G 

1. 944 

1.928 

1 .920 

1.927 

1,955 

1 .943 

T B 
°K 

4.412 

-! .409 

-S.416 

•I . 419 

4.416 

' l. 'SCM 

' 1 , 4 0 9 

Kf-xl0~ 

1.759 

1.837 

1 ,879 

1 . 907 

1.9.H 

2.014 

2.110 

2 . 3 1 0 

0. 986 

•Correction-made to account for variation of measurem 
resistance = 1942 ohms, base temperature = <1,<110°K, 
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Table 2 Receiver response to various emitter temperatures and spacing 

0. 201 

0.0.M7 

M . HO 

1-i .83 

1 5 . 2 ] 

V5.95 

15. 33 

10.01 

i). 97 

9 ,93 

10.06 

13 .80 

2. OG 

2.02 

1 . 97 

\ .'32 

1.83 

2 . 1 3 

2.i :s 

2 .02 

1.99 

2.07 

— 0 CRAVAIHO. DOMOTO AND TIEN [ 4 ] 
! M 0 " K / 4 . 6 ° K ] 

ISK DIAMETER = 8.50 CM 
RECEIVER TEMPERATURE»4.5°K 
EMITTER TEMPERATURE: 

0 . 0 ' K 
D I3 .8°K 
o=s 15.1 °K 

Table 3 Corrected receiver response to various emitter temperatures 
and spacing 

Fig. 2 
disks 

SPACING d (cm) 

Radiative heat flux versus spacing between parallel copper 

trical power input, to the receiver, the thermal link was calibrated 
by recording the steady state values of receiver and base sensor 
resistances for the different power input levels shown. The tem­
perature controller was used to hold the base-ring temperature 
as close to 4.410 deg K as possible. 

In Column 4 of Table 1, it is indicated that the base tempera­
ture fluctuated slightly during the calibration despite the use of 
the temperature controller. In order that the receiver sensor 
readings give an accurate indication of heat input to the receive)', 
corrections were made to account for the differences in base tem­
perature from 4.410 (leg K. These corrections were made on the 
assumption that the thermal conductivity of the thermal link 
remained nearly constant for temperature changes of the order 
of the base temperature deviations. Thus, for a given power in­
put level, the deviation in base temperature was accounted for 
by correcting both the base and receiver temperatures by the 
same amount, i.e., by keeping the same temperature difference 
across the thermal link. This correction procedure yielded the 
receiver sensor reading which would have existed for the given 
heat input level had the base temperature remained at 4.410 deg 
K. Fig. I is the calibration curve of electrical power input versus 
corrected receiver sensor resistance, i.e., the first portion of the 
experiment. 

The second portion of the experiment, that, of measuring the 
receiver sensor response as the emitter temperature and the 
spacing were varied, .yielded the data tabulated in Table 2. Here 
again deviations in the base temperature were experienced and 
corrections were made as shown in Table 3. Using the corrected 
receiver sensor resistance values together with the calibration 
curve (Fig. 1) the net energy transfer was obtained as shown in 
Column 5 of Table 3. By dividing by the area of a disk, the net 

C o r r e c t e d * 
llece i v c r 

E m i t t e r Sensor 
Spacing Tempera ture R e s i s t a n c e 

o1 

E R'xlO 

olm 

C o r r e c t e d * Net 
Rece ive r Energy 

Tempera ture Trans fei 

0.201 

0.04-17 

0.0155 

0.0071 

0.0030 

0 .0023 

0 .0010 

0.04 39 

0.0152 

0.0051 

0.0046 

0.0170 

15 .58 

15 .09 

14 .80 

14 . 83 

15.21 

14 .95 

1 5 . 3 3 

10.01 

9.97 

9. 95 

1 0. 06 

13 .80 

2.054 

2.026 

2.014 

1 .978 

1 .971 

1.952 

1.845 

2.145 

2.129 

2.035 

2. 000 

2.076 

4 .469 

4 .4S2 

4 .488 

4 .507 

4 .511 

4 . 5 2 2 

4 .586 

4 .4 27 

4 . 4 34 

4 .478 

4 .4 95 

4 .458 

1.7 3 

2.14 

2 .32 

2.8S 

8 . 01 

3. 36 

5.65 

0 .49 

0 .71 

2. 00 

2 .52 

1.43 

• C o r r e c t i o n made t o account for v a r i a t i o n of measurements from base 
s e n s o r r e s i s t a n c e = 194 2 ohms, base t e m p e r a t u r e - 4.410°K, 

radiative flux was obtained for the various emitter temperatures. 
The resulting plot of radiative flux as a function of spacing for 
different, emitter temperatures is shown in Fig. 2 together with 
the preliminaiy results of Gravalho, Domoto, and Tien [4]. It, 
should be pointed out that maintaining the emitter temperature 
constant, was found quite difficult in the 15.1 deg K emitter case, 
hence, the lo.l deg value is an average value with deviations in 
emitter temperature of up to 3 percent as seen from Table 3. 

Discussion 

The experimental results confirm the relative significance of 
the spacing effect as indicated by the preliminary results. The 
present results indicate a lower value of heat flux than indicated 
by the preliminary results with the spacing effect becoming im­
portant at smaller spacings. The lower values of flux can be 
partly attributed to better control of the base temperature. In 
the preliminary work, the systematic error introduced due to the 
base temperature being slightly higher in the radiative flux mea­
surements portion as compared to the calibration portion could 
have resulted in indication of higher values of flux than actually 
existed. In addition, differences in material and surface properties 
of the hand polished copper disks could partially account for the 
smaller values of heat, flux. 
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The dilteieiites m spacing dependenie fan be atlt ibuted to 
-buhl deviations tiom paialleluess of tlie eimttei and teeeiver 
disks This difhculh auses fiom the fait that theie existed no 
mt ins to assine uniloim spacing ovei the whole aiea ot the 
(imttei and me ive i as then tempeiatuie dec leased ftom room 
tempeiatuie to the liquid-helium tempeiatuie \ \ heieas this 
imntalion has little eticct when the spacing is Luge, oi the older 
HI I(H tin, the nonpai<illehiess becomes moie and moie (litical 
i the spacing is tinthei deuetsed This nonpaiallelness ailetts 
both sparing measuiements as well as the ladiative Mux between 
the two suitates 

The spacing measuiements will be affected In the nnnpaiallel-
i» ss due to the lac t that the /eio spacing leading is deteimmed 
1>\ the pond at which hist contact is made as the eimttei is 
loweied 'owaid the ieceivei Thus the indicated sparing lepie-
ĉ nts the minimum spacing between the two disks Foi the 
mallest sp icings measuied (Id f c in), the ac tttal aveiage spacing 

i i ii, be seveial limes gieitei than that indicated due to the non-
p u illelnes-, Foi tunateh the degiee ot uonpriallelness should 
i in tm the same thioughout a set ot mils M> that at least qualita-
*i\c tompausons can be made within I he piesent set 

^mce it small spac mgs the ladiative heat flux between the sur-
t ic es is highh dependent on the spacing, the nonpaiallelness of 
the sin tat es can lesult m a high vai lation ol (lux o\ei the sin laces, 
f lie heat (luxes measuied undei sue h i n t uinstanc es ale aveiages 
irtei the disks and thus do not lepiesent an absolute quantitative 
ineasuieinent oi heat flux as a lunction ol spacing The tli ta do 
melit ale q u a h t a t n e h the magnitude ot I he spat nig eltec t on heat 
rlux as well as given an appioximate value toi the spat nigs at 
s huh this eltec t becomes impoitaut 

Vs the gap tluc kness mt leases and the sm ill spac mg eltec I be-
c omes less lmpoitanl, the thick him limit is a p p i o u h t d ismte 
the thick film solution involves infinite paiallel suilaces, some 
i-sessmeut ot the eltec t ot the (mite si/e ot the disks on the heat 

Mux must be made Since the laigest spacing ol the piesent m-
\ c stig ition is D 2 t m, the maximum spac ms-tn-iadius latio is on 
1 lit' oidei ot (<] i) = 0 047 Although theM uhosin m this M stem 
is u igu luh dependent, some idea c)l the eftet t ot finite si/e can 
be gained ftom the u^e ot the angle lac ten which is Mneth valid 
onh foi iiiutoim iachosit\ situations The view fatten toi the 
coaxial disk tonfigiuation is given b \ jl - [d n\ tin small W / ) . 
1 his would indicate that the expel internal icsults al a spacing 
)t 0 1 cm must be meieased b \ ~> peicent to be compatible iti the 

11ue thick film situation The toiiec turns ten thesmallei spat mgs 
tie piopoi tiouateh -inillci The eoiiet tion ten hmle si/e taking 
mlo at count angulai dependent emissivitie^ and leffee tivities 
\ill be lugei than that obtained horn the angle tac toi but the 

elilteieme m the two collections is expected in lie small al these 
-mall (il /) latins This expectation is based on the value ot 1 .33 
obtained b\ 1 hmkle [7] foi the I itio ol henuspheiit d emissiyity 
In noimal enussix i(\ toi spec ulai sulfates at laige value- ot le-
nat t ive index, i t , the emissiviH at the wide angles c aniiol be 
ven much gieatei Ihan the noimal value The expel internal 
d i la , tin let ted toi finite si/e al Luge spat mg, tan then be ((im­
plied fo the Iheoieticalh piednted heat flux 

Fig > is a (oinpatison ot the total heat flux as me isiued and as 
piedicted foi the e oppei-vatuum-coppei s\stem fl, 2] The pie-
'lic tions shown ale based on (he anomalous skm elfet t ( VlsF) 
llieon ot the optical piopeitios ot metals as tpphed to topper 
with an asMimed lesitlual iesisdvit\ level ol I S <• 10-" ohm-i m. 
The diflcienie between theou and expeiiment is lathei huge, 
the measuiements being one oulei ot magnitude Lugei than the 
[nedic tion Howevei, it is nol obvious al I his point thai the 
theory should be discounted m lavor ot the experiment or vice 
versa. There are possible shortcomings in each. 

As far as the theortical development is concerned there are 
several areas of uncertainty in the theoretical framework which 
require further attention. These have been indicated to some 
extent in Part 2 [2], but the primary source of uncertainty proba-

1-4 

- 6 

-10 

COPPER-VACUUM-COPPER 

THEORETICAL RESULT 

\ THICK FILM 
\ SOLUTION 

TUNNELING y \ 
CONTRIBUTION-^ \ 

\ 

_L _L_ J_ 
-6 -5 -4 -3 -2 -I 

Log d , d in cm 

Fig. 3 Total heat flux versus spacing for low temperature copper 

bly lies in the description of the optical properties. Although 
the anomalous skin effect theory is a vast improvement over the 
more classical approaches [81, the manner in which the damping 
of the electron motion is taken into account may be much too 
simplified. In addition to the temperature dependence of the 
damping coefficient, a frequency dependence should also be in­
cluded. Holstein [9] and Schocken [10] have used a quantum 
mechanical treatment of the interaction between the free elec­
trons and the lattice phonons and imperfections and the electro­
magnetic wave to take into account the frequency dependence 
of the damping phenomenon. This approach should be further 
developetl and used in the calculation of radiative transfer in­
volving metallic surfaces. 

I t is noted that the residual resistivity is a parameter to be 
specified in the predictions. In order to investigate the possibility 
of impurities and imperfections accounting for the high measured 
values, the residual resistivity used in the prediction was varied 
from 1.8 X 10"sto 1.8 X 10"W ohm-cm. The resulting predicted 
values of heat flux differed by only 10 percent from the predic­
tions of Fig. 3. Thus the effect of high residual resistivity as pre­
dicted by the present form of the anomalous skin effect theory 
will not account for the discrepancy between theory and experi­
ment. 

Areas of uncertainly are found in the experimental measure­
ments as well. The effect of the nouparallelness of the disks on 
the spacing measurements and on the heat flux have already been 
mentioned. In addition, the residual gas conduction may con­
tribute significantly to the heat flux. However, estimates based 
on the Knudsen equation for free molecular flow of helium give 
in the worst case an estimate of residual gas conduction of less 
than 1 percent of the measured fluxes. Furl her, the real surface 
effects due to surface impurities and surface stresses could act 
to increase the heat flux to values greater than those predicted 
theoretically. 

In addition to the comparison of the measured heat flux with 
that predicted, some indication of the total hemispherical emis-
sivity of copper can also be obtained from the data. If the 
"diffuse-gray" approximation to the thick film solution is con­
sidered, and the emissivities are assumed to be identical and 
small, then there results 
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Table 4 Total hemispherical emissivity 

Total 
Basis of Temperature Hemispherical 

Predict ion (°K) Emissivit;-

A3E* 15.0 l . i o x l o ' 

A S E * 10.0 1.17-10-

flSE« U.5 7.17»10-

Also from the comparison of the thick film solution with the 
"diffuse-gray" approximation [1], the ratio of thick film heat 
flux to "diffuse-gray" can be obtained for the two cases: rl\ = 
15.1 deg K, T3 = 4.5 deg K, and '/', = 10.0 deg K, Tz = 4.5 
deg K. Since the measured heat flux should correspond to the 
thick film solution, the "diffuse-gray" heat flux is obtained by 
dividing the measured heat flux by the above ratio as shown in 
Table 4. From the "diffuse-gray" heat flux, an approximate 
value of the total hemispherical emissivity is obtained. The 
order of magnitude of these values seems to be fairly consistent 
with the data reported by Betz [11] and Caren [6] in the liquid-
nitrogen temperature range. Nevertheless, the anomalous skin 
effect prediction of total hemispherical emissivity falls approxi­
mately one order of magnitude lower than that experimentally 
obtained. 

The foregoing considerations indicate that further refinements 
in both theory and experiment are required to bring the two into 
better agreement. 
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D I S C U S S I O N 

W. Wulfl3 

The authors are to be commended for further promoting our 
understanding of radiative transfer between closely spaced sur­
faces. The experimental study presented in this paper relates to 
the theoretial analyses reported in two preceding papers [1, 2] but 
I shall restrict my comments to the experiments. 

Unfortunately, the authors refer repeatedly to as yet un­
published papers, particularly as regards the description of their 
apparatus. Consequently there remain several questions un­
answered : 

1 How was the distance between emitter and receiver mea­
sured and monitored during the experiment? 

2 What was the clearance in the guidance system for the 
motion of the emitter, particularly at the cryogenic temperature 
of 10 deg K? 

3 Were the results repeat-able? 
4 Inasmuch as the radiative transfer from metals is greatly 

affected by surface properties, I should like to know how the 
copper plates were treated prior to the test runs. Did the copper 
quality used resemble sufficiently well the optical properties on 
the basis of which the calculations were carried out? 

Concerning the spacing problem I would like to have the 
authors comment on the possibility of monitoring the distance 
between the plates at three stategic points by capacitative or 
perhaps inductive sensors. 

The description of the procedure to calibrate the thermal link 
between receiver and base ring is vague. The emitter is said to 
be allowed to cool "to essentially the bath temperature." It is 
my opinion, however, that the emitter should have been main­
tained at precisely the receiver temperature during calibration 
and thus should have served as a thermal guard. Should the 
difference between emitter and receiver temperatures during 
calibration reach an appreciable portion of that temperature 
difference attained during experimental runs, then it is clear 
that the measured radiative flux is less than the actual flux. 

The authors claim to believe that their pressure is below 10 ~12 

torr and base this statement on a pressure measurement with a 
Kreisman cold cathode gauge. I t is known, however, that this 
gauge no longer functions at pressures below 10 - 1 0 torr and that 
one cannot distinguish, with that gauge, a pressure of 10 - 1 0 torr 
from a pressure of 10 ~12 torr. 

I would like to point out that the thermal resistance of the 
thermal link appears rather low, as one can see from the tempera­
ture recordings in Table 2. Even though the temperatures are 
recorded with four significant digits, the resulting heat flux can be 
inferred from these temperatures to an accuracy of two significant 
digits at best, in some cases only of one significant digit. The 
graphical representation of the radiative flux shows remarkably 
little scatter. 

Finally, I would like to ask the authors whether they would 
have the same confidence in their total hemispherical emissivity 
data as in the data obtained in a cryostat. 

3 Assistant Professor, School of Mechanical Engineering, Georgia 
Institute of Technology, Atlanta, Ga. 
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Table 4 Total hemispherical emissivity 

Total 
Basis of Temperature Hemispherical 

Predict ion (°K) Emissivit;-

A3E* 15.0 l . i o x l o ' 

A S E * 10.0 1.17-10-

flSE« U.5 7.17»10-

Also from the comparison of the thick film solution with the 
"diffuse-gray" approximation [1], the ratio of thick film heat 
flux to "diffuse-gray" can be obtained for the two cases: rl\ = 
15.1 deg K, T3 = 4.5 deg K, and '/', = 10.0 deg K, Tz = 4.5 
deg K. Since the measured heat flux should correspond to the 
thick film solution, the "diffuse-gray" heat flux is obtained by 
dividing the measured heat flux by the above ratio as shown in 
Table 4. From the "diffuse-gray" heat flux, an approximate 
value of the total hemispherical emissivity is obtained. The 
order of magnitude of these values seems to be fairly consistent 
with the data reported by Betz [11] and Caren [6] in the liquid-
nitrogen temperature range. Nevertheless, the anomalous skin 
effect prediction of total hemispherical emissivity falls approxi­
mately one order of magnitude lower than that experimentally 
obtained. 

The foregoing considerations indicate that further refinements 
in both theory and experiment are required to bring the two into 
better agreement. 
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D I S C U S S I O N 

W. Wulfl3 

The authors are to be commended for further promoting our 
understanding of radiative transfer between closely spaced sur­
faces. The experimental study presented in this paper relates to 
the theoretial analyses reported in two preceding papers [1, 2] but 
I shall restrict my comments to the experiments. 

Unfortunately, the authors refer repeatedly to as yet un­
published papers, particularly as regards the description of their 
apparatus. Consequently there remain several questions un­
answered : 

1 How was the distance between emitter and receiver mea­
sured and monitored during the experiment? 

2 What was the clearance in the guidance system for the 
motion of the emitter, particularly at the cryogenic temperature 
of 10 deg K? 

3 Were the results repeat-able? 
4 Inasmuch as the radiative transfer from metals is greatly 

affected by surface properties, I should like to know how the 
copper plates were treated prior to the test runs. Did the copper 
quality used resemble sufficiently well the optical properties on 
the basis of which the calculations were carried out? 

Concerning the spacing problem I would like to have the 
authors comment on the possibility of monitoring the distance 
between the plates at three stategic points by capacitative or 
perhaps inductive sensors. 

The description of the procedure to calibrate the thermal link 
between receiver and base ring is vague. The emitter is said to 
be allowed to cool "to essentially the bath temperature." It is 
my opinion, however, that the emitter should have been main­
tained at precisely the receiver temperature during calibration 
and thus should have served as a thermal guard. Should the 
difference between emitter and receiver temperatures during 
calibration reach an appreciable portion of that temperature 
difference attained during experimental runs, then it is clear 
that the measured radiative flux is less than the actual flux. 

The authors claim to believe that their pressure is below 10 ~12 

torr and base this statement on a pressure measurement with a 
Kreisman cold cathode gauge. I t is known, however, that this 
gauge no longer functions at pressures below 10 - 1 0 torr and that 
one cannot distinguish, with that gauge, a pressure of 10 - 1 0 torr 
from a pressure of 10 ~12 torr. 

I would like to point out that the thermal resistance of the 
thermal link appears rather low, as one can see from the tempera­
ture recordings in Table 2. Even though the temperatures are 
recorded with four significant digits, the resulting heat flux can be 
inferred from these temperatures to an accuracy of two significant 
digits at best, in some cases only of one significant digit. The 
graphical representation of the radiative flux shows remarkably 
little scatter. 

Finally, I would like to ask the authors whether they would 
have the same confidence in their total hemispherical emissivity 
data as in the data obtained in a cryostat. 

3 Assistant Professor, School of Mechanical Engineering, Georgia 
Institute of Technology, Atlanta, Ga. 
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Authors' Closure 
The authors wish to thank Professor Wulff for his comments. 

Answers to most of his questions can be found in reference [4] which 
was only available in pamphlet form (AIAA Paper No. 68-774) at 
that time but has since been published. In answer to some of the 
questions raised concerning the problem of maintaining uniform 
spacing over the area of the copper specimens, let me repeat the 
comments in the discussion of results. Due to the extreme en­
vironment of the experiment, paralleluess of the disks could not 
be guaranteed to better than 10~~3 cm across the surface of the 
specimens. The guidance system consisted of three linear ball 
bushings which guided three shafts attached to the back of the 
emitter disk. Since no lubricant was used in the ultrahigh vac­
uum environment, the tolerance in the ball bushings was made 
large enough to insure that no seizure of the shafts would occur. 

The spacing for each experimental point was obtained by first 
reaching steady state, then measuring the displacement required 
to make first contact between emitter and receiver via the mi­
crometer. Professor WulB's suggestion of capacitative measure­
ments of spacing is a good one and should prove very helpful. 

Regarding the copper samples, the emitter disk was hand 
polished and chemically cleaned whereas the receiver, 1 mil copper 
film, was only chemically cleaned. The possible effect of im­

purities was investigated by using large residual resistivities in 
the theoretical models with only a 10 percent increase in the pre­
dicted flux. So the effect of reasonable amounts of impurities at 
these temperatures appears to be relatively small. 

Due to the thermal characteristics of the system, the emitter 
temperature could not be lowered to the bath temperature during 
calibration, always staying several tenths of a degree above the re­
ceiver temperature. But since the radiant interchange is so low 
at these temperatures as compared to the electrical power input, 
this effect can be neglected. In additon, the thermal resistance of 
the thermal link does appear quite low, but this is due to cali­
brating the electrical leads along with the thermal link. Al­
though the temperature of the receiver varies very little, the re­
ceiver resistance shows fairly large variation. This allows quite 
accurate measurement of heat flux. 

The 10 ~12 to IT pressure is an estimate of the pressure in the 
chamber at liquid helium temperature. Since the Kreisman 
gauge was located at a room temperature portion of the system, 
the cryopumping effect and the gettering should result in a cham­
ber pressure several orders of magnitude lower than that in­
dicated. 

Lastly, since the calorimetric technique required long periods 
of time as well as large expenditures of liquid helium, the data 
points are all of those obtainable. 
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Lateral lot ion of Individual Particles in 
Channel Flow—Eiect of Diffusion 
and Interaction Forces 
Consideration is given to dispersed systems in which the particle behavior is a junction 
of systematic motion. The following phenomena governing the movement of the particles 
are analyzed from the channel entrance: convective effects, translation due to gravity, 
fluid drag, and circulation induced by the flow. External lateral forces and mutual 
particle interactions are not considered. Results are obtained for the magnitude and 
overall effects of the lateral force due to circulation around the particles. The analysis 
is closely related to the author's measurements of the deposition of micron-size water 
droplets in adiabatic vertical flow. 

Introduction 

P. ARTICLE-FLUID systems are of interest in fields of 
activity which sometimes have very little else in common, for 
example chemical engineering, biology, meteorology, and physics. 
This may be the reason that the problem is sometimes attacked 
thoroughly, but not with sufficient breadth. Some quite reliable 
results are contradictory when an attempt is made to explain 
them theoretically. Obviously, one cannot seek general solutions 
for real, complex systems. 

The questions of interest in basic research as well as in engi­
neering practice can be summarized in the following way: 

1 How do the particles behave in the entrance region of chan-

Coutributed by the Heat Transfer Division and presented at the 
ASME-AIChE Heat, Transfer Conference, Minneapolis, Minn., 
August 3-6, 1909. Manuscript received by the Heat Transfer Di­
vision, October 21, 1969. Paper No. 69-HT-32. 

nel flows and how is the particle entrance region defined? 
2 In the developed flow of the carrier fluid, in which direction 

is the particle lateral motion: to the center (coring) or toward 
the walls (deposition)? On which variables does this direction 
depend? By deposition motion we mean the migration toward 
the walls, even when the boundary conditions do not allow for 
physical deposition. 

3 How is the lateral particle motion affected by axial body 
forces (gravitation, magnetic field)? What is the relative con­
tribution of these forces to diffusion in respect to the resulting 
particle behavior? 

4 What is the magnitude and direction of surface forces aris­
ing in the fluid itself (interaction forces) and how do they interact 
with the axial body forces, thus causing the combined interaction 
[21]'forces? 

5 Under which circumstances must one take into account, the 

Numbers in brackets designate References at end of paper. 

•Nomenclature-

A = constant or area 
B = constants or magnitudes, defined 

by subscripts 
c = intensity of the vector (c) of the 

resulting velocity (c = u + v) of 
the fluid; cp the same for the par­
ticle; subscript—concentration, 
or due to it 

de = subscript—deposition, depositing 
e = base of the natural logarithm 

ex = subscript—exit 
F = force 

frequency, probability, density in 
function (distribution) and func- ,/ = 
tion generally; subscript—fluid j = 
(flow) * K = 

specific particle flux (per unit sur- k = 
face and unit time) 

acceleration due to gravity, or L = 
general, and the corresponding 
subscript / = 

subscript—hydraulic 
intensity, defined in text or in 

figures 

= subscript—inlet, entrance 
= factor defined in text 
= subscript—joint (effect, etc.) 
= mass transfer coefficient 
= mass transport quotient, or deposi­

tion parameter, defined in text 
Fu— lift force; L,—lift force per 

unit length 
length, distance; lp—average, be­

tween two particles or up to 
the next obstacle; l0—channel 

(Continued on next page) 

418 / AUGUST 1 970 Transactions of the ASME Copyright © 1970 by ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mutual influence-, of the dilhisional (statistical) and the sys­
tematic (force-governed ) behavior of particles? 

(i In what way do walls, as limits of the system, affect the 
particle concentration field, especially in the region adjacent to 
the wall? This is of utmost importance for the two extreme 
cases: when particle deposition is the ultimate goal (filtration, 
separation, superheating), or when contact with the wall should 
be avoided (transport of material in suspended form, protection of 
ted cells in artificial out-of-body blood circulation ). 

All these questions apply to various system parameters; lie-
sides the channel and particle geometry and their absolute dimen­
sions, the most important among them are fluid characteristics 
and velocity, and the same for particles. Two absolute nu­
merical values are of importance: the channel-How Reynolds 
number (Re,-), showing as a good approximation the distinction 
between laminar and turbulent How, and the particle concentra­
tion. When the particle concentration is moderately high, the 
apparent viscosity of the suspensions is altered and the fluid 
velocity field is deformed, i.e., there is significant momentum 
exchange. At still larger consent rations there is direct physical in­
teraction among particles. Bothsituations reduce the probability 
of solutions not only in a finite analytical form, but also make 
difficult the formulation of differential (or differentio-integral i 
equations describing the phenomenon. 

[laving in mind the goal to obtain some useful and reliable re­
sults, we introduce the following limitations and simplifications. 

m) The system is incompressible, two-dimensional and adia-
batic. Both phases are in equilibrium. In a time-averaged 
sense, the system is in steady state. 

(6) The particles are rigid spheres. When dealing with a 
spectrum of particle size, they will be represented by appropriate 
mean values of the radius (linear, square, etc.). 

(c) The particle radius is: (I ) at least one order of magnitude 
smaller than the channel hydraulic radius: (II) of lower order of 
magnitude compared to the mean distance between particles; and 
i 111) large compared to the molecular mean free path of the car­
rier fluid (or the dimensions and distances of the liquid molecules i. 

((/) Xo body forces act between particles, and no collisions 
occur. We note that (c) and (</) define the individual particles, 
in such cases, the system can also be a suspension of nonnegligi-
blc concentration, but the fhiidi/ed systems are excluded. From 
numerical values given in the paper, it can be shown that the 
heaviest natural fog fulfills the above conditions for individual be­
havior of particles. 

(c) The fluid-velocity profile relative to the particle is re­
placed by its local tangent. 

(/) When dealing with turbulent channel flow, the relative 
particle-to-fluid motion is assumed to be laminar. This is based 
on results of various authors [1,2]. 

(g) Both phases have a uniform distribution of velocity and 
concentration at the channel entrance. Discontinuous entrance 
effects are not analyzed, although they are often present in the 
experiments (eddies due to a preceding flow section or due to en­
trance edges). 

(/i) No external lateral forces act, upon the particles. The 
influence of such forces could be introduced through an additive 
term in the differential equation of motion. Also excluded are 
any energetic or attractive wall effects on moving particles. In 
this way, the particle deposition or inelastic recoil from the walls 
can be treated only as a system boundary condition. 

Considerations of viscid and inviscid flow will be given later. 

Literature Survey 
Although it is recognized [2-41 that the phenomenon of particle 

radial migration usually occurs in the laminar sublayer or buffer 
region, there exist several papers dealing mainly with the turbu­
lent flow of suspensions [1, 5] which generally neglect the exis­
tence (or at least the significant influence) of lateral forces. 

According to Milne-Thomson [9|, one can use the Kutta-
Joukowsky expression for the lift force also in the case of viscid 
fluids [9-11], but the integration must stretch outside the 
geometrical shape of the particle [9, 35]. Soo [1] compared the 
drag and lift forces in a system, concluding on p. 28 that the latter 
is negligible for sufficiently small particles. His conclusion on 
p. 333 at least partly contradicts the one on p. 28. There, 
lie derives the proportionality of the ratio (lift force/drag force) 
with particle radius. This should not be a criterion for neglecting 
the influence of the lift force for smaller particles: Even their 
small lateral displacements may cause measurable changes in the 
concentration field and eventually result in excessive wall damage. 
If one still accepts the full validity of Soo's arguments for the 
neglecting of the lateral force in turbulent flow, we note the 
following: The eddy-diffusivity tensor, which would remain as 
the only responsible factor for deposition, dies out in the neigh­
borhood of the walls. Friedlander's approach [2], of combining 
(he effects of eddies penetrating the laminar sublayer with the 
inertia of the particles extends the effect of the eddies up to the 
walls of the system. In this approach, the eddy-diffusivity field 
itself is modified by the relation which Lin, et al. [3] have estab­
lished and experimentally proved, but only for particles about 
100 or more times smaller than Friedlander's. It should be men­
tioned that his introduction of the Reynolds analogy to cover the 
whole radial region assumes only one extremum in the radial 
concentration distribution curve (a maximum in the flow axis). 
In the case of more extrema, the Reynolds analogy, if valid ac­
cording to other criteria, must be separately applied to the re­
gions on opposite sides of each of the extreme [31], Soo's [7| 
measurements with ten times larger and Eichhorn's [26] with 
thirty times larger nondepositing particles show minima in the 
center of the channel, where the concentration field is not 
much affected by the wall-boundary condition. Both the elec­
trostatic and convective effective contribute to the central con­
cavity. Central concentration minima are observed by Kondic 
] 19] and they also follow from a very detailed calculation by 
Fortier [32[. For sticky walls, as in [2], this would permit the 
existence of three extrema in the radial concentration field (a 
central minimum and two maxima closer to walls), and therefore 
demand a different interpretation of Reynold's analogy. 

•Nomenclature-

•m 

N 

0 = 

length; lf—mean free path: /,,— 
boundary layer thickness 

mass 
concentration (numerical) 
Dumber; distance measured or­

thogonally in respect, to the local 
velocity or local flux; subscript-
volumetric average, nominal 

subscript for the characteristic 
lengths 

parameter, usually representing 
the ratio of two or more magni­
tudes; subscript— particle 

Re = Reynolds number, defined in t 
ftp = half of the channel width (i.e., 

of the hydraulic radius, l{ 
0.5 ft,,) 

rp = particle radius 
S = channel dimension (depth) 

thogonal to the axes X and 
St = subscript—by, according to St 
T = time 
I = T/Tin, relative time (dimens 

less) 

u = (fluid) velocity in direction < 

ext 

alf 

or-
V 
okes 

f X 

axis; subscript—normal, ortho­
gonal to 

l" = volume 
c = (fluid) velocity in direction of )* 

axis; subscript—nondepositing 
A* = .rliti, axial coordinate measured 

from the inlet 
V = i/lio, lateral coordinate measured 

from the wall 
a = angle 
tx = dynamic viscosity 
v = kinematic viscosity 
p = density 
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Besides his book [1], Soo gives in his papers [23, 24] a detailed 
theoretical and experimental comparison of the eddy-dif'fusivity 
of the particles and of the carrier fluid. In this last results, Soo 
[1, 24] suggests that the particle diffusivity is smaller than that 
of the carrier fluid, which is in contradiction with Alexander [6], 
and Soo's previous work [23]. 

Beal [8] has correlated the data of several authors, including 
Friedlander's [2], but with the assumption that the particle flux 
is a linear (ramp) function of the distance from the wall. On the 
other hand, in [2] it is assumed that the particle flux is constant 
along the radius. I t is striking that, nevertheless, interpretations 
of both authors show reasonable agreement between theory and 
experiment. The use of log-log presentation of data, although 
illustrative for larger ranges of the parameters, might have con­
tributed to this controversy. 

Since the creeping flow model is unable to yield a lift force, 
many authors appear to have assumed that this force is negligible. 
I t should be emphasized, however, that there is no justification 
for a generalization of this assumption [30]. On the other hand, 
we are interested in the particle displacement, and not solely in 
the force contributing to this displacement. 

A common observation is that for reduced particle numerical 
concentration, the lateral migration of particles is increased [4]. 
In the case of adhesive walls [2, 18] an increase in the mass trans­
fer coefficient lias resulted. This effect cannot be attributed to 
the role of eddies, and therefore requires a more complete model 
of the particle migration process. Concerning other possible 
mechanisms, Eichhorn and Small [33] have definitely proved the 
existence and have measured directly the magnitude of the lateral 
force in a laminar shear flow. 

Parker and Grosh [29] have presented a very detailed mono­
graph covering the field of droplets in gases. Altogether, the 
existence of lateral forces is proven at least in laminar flow [4, 33] 
where the driving potential, the slope of the velocity distribution 
curve near the wall, has a smaller value than in the turbulent 
flow. Therefore, there is no reason to state the nonexistent in­
fluence of this force in the wall regions of a turbulent flow. 

One group of authors is concerned with the viscous effects of 
suspensions in capillary tubes and blood vessels [12-15]. The 
systems considered are nearly nongravitational. The work by 
Goldsmith [14] shows discrepancies between the behavior of 
spherical and nonspherical particles, especially in respect to a 
strongly increased coring effect for deformable, nonspherical 
particles. Their results prove the existence of a nongravita­
tional, particle-to-fluid relative velocity, which is necessary to 
generate the Magnus force. This velocity is evaluated in two 
independent ways by Siinha [17] and Starkey [12], the first re­
sult (which appears to be more reliable) equal to 2/3 of the second. 

Fuchs [211 presents a comprehensive review of the forces acting 
on a particle in the very vicinity of the walls, while Schultz-
Grunow [22] gives the theoretical solution and experimental 
proof for macromolecular suspensions in nonslip flow with a 
velocity gradient, accounting for inertial effects and neglecting 
the viscous ones (opposite to the Stokes approach). Particles on 
the walls [21], as well as microparticles close to the walls [22], are 
repelled from the walls. 

Deposition of Water Droplets in Turbulent 
Downward Air Flow 

The decision to work with fog flow was based on the need for 
additional information on droplet behavior in conventional and 
nuclear power plants. In addition, fog flow was convenient for 
the development of new measurement techniques which had 
been planned. A vertical two-dimensional channel with plane 
geometry was chosen. According to Laufer [30], a channel cross-
section aspect ratio of 40/6 cm (inner dimension) enables one to 
neglect the effect of the smaller sides (2 R0 = 6 cm). The channel 
length of U = 400 cm is nearly twice the velocity entrance length 
(/,-„ = 20 X 2 X 6 cm). The flow is in the lower region of turbu-

Distribution Function 

2 3 

Fig. 1 Droplet spectrum 

rp(microns) 

Dispersion from the 
mixing tube 

Wiped inner surface 
(Same above) 

, , Film Drain 
=340 

(cm) 
1 / i 

Dispersion Exit (To Atmosphere) 

Fig. 2 Test section (not to scale) 

lence (He ^ 10,000), a necessary range required by the droplet 
generation process and system stability. 

The flowing water droplets were generated at atmospheric pres­
sure by the volumetric expansion of slightly superheated (3-0 
deg C) steam, mixed with the filtered atmospheric air. The 
micron-range particle spectrum was independent of flow velocity 
(Fig. 1, obtained by counting of 1500 droplets on micro-
photographs), and corresponds on the one hand to that occurring 
in steam turbines, and on the other to the liquid phase remaining 
after the last demister stage of a boiler. 

As shown in Fig. 2, after the mixing chamber and mixing tube 
the fog enters the box-like calming chamber, then flows with uni­
form velocity and concentration over sharp edges into the test-
section. All flow passages were heavily insulated, in spite of the 
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-mall temperature differences between the fluid and room. The 
'•pen-loop conditions were very strictly controlled. To il­
lustrate, during one working day (18 hr), a maximum of one, or at 
most two, complete measurements were performed. No droplet 
I-I lagulation occurred. 

In addition to the measurement of the flow rate and state 
variables of both components, the following special measurements 
were made: On two marked measuring bands (Fig. 2) along the 
V axis, the droplet deposition rate was measured using light 
attenuation by the field of deposited droplets [IS]. Nearby, 
samples of the mixture were trapped [19]. Immediate chemical 
bonding of the sedimented trapped droplets occurs on the 
-ampling plates, allowing later measurement. This was done by 
M'intillator-deteetor counting of the bound amount of radioactive 
tritium, previously added to the makeup tank (or boiler). 
These two papers describe the experimental procedure and also in 
more detail the loop as a whole. The two kinds of measurements 
provide the droplet deposition flux and their lateral concentration 
at the point of measurement, i.e., on two axial coordinates along 
(he channel. 

Although turbulent flow is not a system suitable for the 
theoretical treatment of particle behavior, which is insufficiently 
explained even in laminar flow, we shall try at least to obtain some 
kind of agreement between theoretical and experimental results. 

Theory 
We assume that, the particle concentration held and wall depo­

sition flux are mainly dependent on the forces acting upon the 
particles, and at tempt to determine, therefore, the particle tra­
jectory, which defines unambiguously the two fields. By this we 
do not state that the contribution of eddies is negligible but only 
that our present knowledge of the particle diffusivity field, 
especially in the velocity entrance region, is inadequate for 
mathematical analysis. 

According to our assumption (c) in the Introduction, the exis­
tence and motion of particles does not contribute significantly 
to the fluid momentum balance, with the result that the fluid-
velocity field will remain the same as that with zero particle con­
centration. In this way, the system momentum equation re­
duces to the balance of forces and moments acting on a represen­
tative particle. The continuity equation will be used only when 
discussing the particle concentration field. Concerning the 
energy balance, the droplets are assumed to be in thermal equi­
librium with the surrounding saturated humid air, eliminating 
any heat and mass transfer. This has been proven by taking 
samples of droplets at two places along the flow, with no change 
in the average radii. 

As particle rotation [1] does not influence the drag force, we 
shall omit it here. The influence of particle rotation on the lift 
force will be the subject of closer analysis in [36]. 

We shall first give a comprehensive list of all possible influences 
acting upon the particle in flow. The resulting inertial force on 
the particle is equal to the sum of the following forces: 

1 Body forces resulting from existing fields. In our case this 
is the axially oriented gravity field, and this force contributes to 
particle behavior. The nonexistence of electrostatic forces has 
been separately checked, using special electrodes along the mist 
flow, which have been brought to 20,000 volts; magnetic forces 
are also excluded. 

2 The Magnus force. I t will also be included in the balance. 
3 The intermolecular forces (van der Waals, etc. [34]). They 

are symmetrically distributed independently of particle posi­
tions. Therefore, except for the boundary conditions (adhesive 
walls) their influence on moving particles is neglected. 

4 The forces induced in the very neighborhood of the walls, 
like the rolling effect and other hydrodynamical effects [21], as 
well as the velocity-gradient inertial force [22]. These forces are 
also neglected because in our case they become significant only at 
the distances close to the wall, where deposition is inevitable. 

5 The static component of the drag force. I t will lie con­
sidered. I t is a sufficiently good approximation for the whole drag 
effect in the region of particle Reynolds number for our case. 

0 The kinetic part of the drag force, due to the acceleration of 
the apparent particle mass relative to fluid. This force will lie 
neglected. Together with those listed under la and 8, the force 6 
is negligible in the case when particle density is larger than the 
fluid density [1], which is our case. 

la The static pressure surface force. 
76 Force caused by oscillating pressure. 
8 The force due to the deviation of the flow pattern from the 

steady state (Basset effect). 
9 Radiometric forces caused by the fluid temperature 

gradient (Ihermophoresis) and 
10 The radiometric force caused by different illumination on 

opposite sides of the particles (photophoresis). Neither force 
exists in our dark adiabatie and isothermal system. 

11 The resultant force due to molecular diffusion (dil'fusio-
phoresis); it might not tie zero in parts of the field, but its effects 
are of the order of the Brownian motion, and shall be neglected in 
our analysis. 

The force 76 is caused by the fluctuation of the time- and space-
dependent pressure field. Such fluctuations might occur in tur­
bulent flow or they might somehow be induced in pool or laminar 
systems. xAny immersed particle of finite size will be acted upon 
by an oriented, net pressure force if the time average of any 
parameter of the pressure field changes with space coordinate(s). 
The resulting force may cause a systematic particle movement. 
The analysis of such a phenomenon would be very complicated. 
We shall restrict the study to spatially uniform pressure fluctua­
tions, where fluctuations occur. Thus, the influence of the force 
caused by such a field will be neglected. 

The balance of forces acting on the representative particle, 
with only 1, 2, and 5 remaining, reads in vectorial presentation 

-mp(dcp/dT) = (c;l - c)«„-> - F„ - F.MU (1) 

where the symbols mean: 

Bp'1 = Cu-KoTr/'pM) = f\/cPf! c,,/ = est = cp - c (2) 

and the Cunningham correction factor is 

Cu = 1 + (lf/rp)[l.'2S + 0.4 exp (-0.HSrp/l/)\ (3j 

The gravitational force, or that due to any acceleration tield is 

F„ = mpg(l - pp) (4) 

while •}),, is given in equation (16) and the Magnus force by 

Fjia = BiUrp
3JrJjpf[(cur\ c) X (c„ - c)[ (5) 

The constant Bua follows from the integration of the force per 
unit length (Lt), which is evaluated in [9, 35, 36] for the case of 
the infinite cylinder in a velocity gradient. Since Landau [37] 
states that this force is proportional to the thickness of the 
analyzed section of the body, we performed the integration taking 
special care of the curvature of the sphere. We are aware that, 
according to [22], the concept of irrotatioual flow does not hold 
strictly for the whole three-dimensional body. Therefore, we 
have compared our value of Bua = Sw/3 = 8.38 with PrandtTs 
correction [38] for a wing of equal span/chord ratio. The dif­
ference found is less than 20 percent, and can be accounted for by 
the different shape of the wing and the sphere. Compared with 
Saffman's value [39], our ZJjin is equal to 70 percent of his value. 
Our result is also in accordance with [32]. 

The joint correction factor J) is assumed to be a product of two 
factors, J • = JhdJ'„„ where JM is the correction factor due to the 
uncertainty in the hydromechanical evaluation of the magnitude 
-ftjia. JM is rather a function than a constant, but only for hy-
drodynamically similar systems one can neglect its variations. 
JM accounts for the nearly eight times larger value of Ihia of 
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Saffman [39] relative to that of llubinow-Keller [40], Saffman 
reports ALU. Taylor's experiments showing even about ten times 
larger fia« than Saffman's! A survey of various JBiia values is 
tabulated in [41 j . The averaging factor Jav is different from 
unity only for trajectories where the change of values of variables 
in equation (5) cannot in an adequate way be taken into account 
during the force act ion. 

Concerning Jn we shall first reconsider the model of the 
particle submitted to a lateral force. As Tsien [35] in his non-
viscid treatment states, his result holds when the field around the 
sphere is "integrated along a contour far away from the body." 
We shall next estimate how far this should be in our case. Soo 
[1] quotes Tsien's concept of "transport of a particle in a fluid 
element, although by time the fluid element may distort." In 
some regions, forces on the particle act to separate the particle 
from the fluid element in which it is traveling (for example, close 
to the wall). Swanson [11], although more concerned with rota­
tion of larger bodies, states that the experimentally found value 
of circulation at the outer edge of the body boundary layer is in 
accordance with the calculated value for the ideal (Kutta-Jou-
kowsky) model. On the other hand, Milne-Thomson [9] and 
Filon [ 10] extend the validity of the Kutta-Joukowsky equations 
for the Magnus force to viscid fluids by taking larger integration 
contours. Outside of this contour, i.e., Swanson's "boundary 
layer," the influence of the body on the fluid dies out. We shall 
assume that this contour, or the particle domain (which affects 
particle rotation), is defined with the radius R,„ given by the 
following expressions: 

Rp = 6, 
0.5/, 

/,, < 0.5/,, - r, 

h, > 0.5/,, - /• 

(6) 

(7) 

liquation (6) defines the viscous particle domain, which links the 
particles in a way also for (rp/lh) « 1, and equation (7) defines the 

concentration particle domain. The momentum boundary layer 
is [31] : 

h 1.5r„ (Re„ (8) 

In real systems or parts thereof, Rp is position-dependent and it 
can be expressed as a combination or function of the two lengths, 
/„ and /6, defined above, which in a way represent the extremes. 
The factor which thus takes care of the real particle domain could 
be defined bv: 

(9) 

Two scalar equations, corresponding to (1), with the time 
derivatives of A" and }" representing the acceleration and velocity 
of the particle, read: 

X + XBX = u(X, Y)Bl + g(\. - pp) (10) 

Y + YB, = viX, Y)Bl + B2/M,(A, Y) (11) 

where the function/Ma and the constants are given by: 

fyiJX, Y) = (u - X)(du/i>Y - bv/dX)J (12) 

./ = ,/,.,/,• (13) 

Bi = ( V , ) " 1 = 4 .5ep„/r / (14) 

as dimensional, and R-< as dimensionless constants 

B, = 0.2397?.,,,^ = 2Pp (15) 

P,> = Pf/Pp (16) 

The problem is now to solve the system of two simultaneous in-
homogeneous partial differential equations of second order. We 
used the "PACE" analog computer, and in Fig. 3 is given the 
corresponding block diagram. For the particles the initial con­
ditions are 

/ = 0: X = 0 = x, Y = Yinl 

ENTRANCE FROM THE 
ABOVE DIAGRAM 

X = 0 = x, 

Y = 0 = y (17) 

In addition, the walls are assumed to be adhesive, with no entrain-
ment or recoil of droplets, as was proven in the experiments. 

Concerning the fluid-velocity components, we shall introduce 
simplified expressions. They are a compromise between the fol­
lowing requirements: 

(a) conditions at the extremes of the field, 
(b) general trend of velocity development in accordance with 

experimental results, and 
(c) a reasonable programing and computing time. 

As our experiments have been performed within the region of 
liey numbers (= w„/?o4/i') where the "1/7 law" holds as a fairly 
good approximation, the axial velocity is expressed by the follow­
ing equation, taking into account the conventional definition of 
the velocity entrance length: 

a = 0.25if„ 
/ X \ 1 [ i - e x p (—4^1 0.143 

P ^ - — jJ,L U..JJ as, 

Fig. 3 "PACE" diagram 

The resulting curves are similar to those reported by Limberg [42]. 
The fluid lateral velocity component presented a much larger 
problem for computing. The lateral velocity was found with the 
use of the continuity equation and equation (IS). Some simplifi­
cations were introduced, dictated mainly by the requirements of 
the computer. As the lateral velocity component dies out rela­
tively fast, it has a slight effect on the particle trajectories. This 
was established a posteriori. 

The preliminary calculation shows that the droplets will have 
been accelerated from rest at the entrance; first they will go 
through a period of retardation with respect to the fluid, then 
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they will pass through zero relative velocity, and finally they will 
reach 99 percent of their final free-fall relative velocity. This all 
will occur within X = 1 cm. Runs performed on the computer 
in this "reversal region" have shown a small coring contribution 
added to that trajectory which results from the relative falling 
period only. 

The trajectories are obtained by eliminating the time parameter 
('/') from PACE-recorded curves of x(T) and y(T). In Fig. 4 
are shown several examples. Further comments and numerical 
data are given in the following Results section. 

An approximate solution will be evaluated now, with two goals: 
first, to allow calculations and some analysis without the com­
puter, and second, to show the order of magnitude of errors when 
treating the developing flow with equations valid for the de­
veloped regime. The following approximations are introduced: 

1 Acceleration terms and the acceleration period are negligi­
ble. Consequently, the velocity difference in equation (12) is 
given by Stokes' law—equation (2)—and becomes: 

100 Y (cm) 

X — u -lPf = (cp/) (19) 

2 The terms g/lii and v in equations (10) and (11) are negligi­
ble compared to the adjacent velocity terms. 

3 dv/dX is negligible compared with du/dY in parentheses of 
equation (12). 

4 The axial velocity is given by the following equation, in 
fact, the limit of equation (18) for x = °° : 

u/u„ = 1.25y • (20) 

We note here that except for 4, all other assumptions listed above 
are numerically quite permissible for the system under considera­
tion. Therefore, discrepancies will be due mostly to the steady 
(developed fluid-flow) velocity approximation. 

Dividing equation (11) with (10), using (2) and (20) and inte­
grating the result, one obtains: 

Vin' J B„x (21) 

where yin is the dimensionless lateral coordinate where the par­
ticle enters the channel (at x = 0), and the dimensionless constant 
is given by: 

Bo = O.OHlj/ a-o- (lUv*) (22) 

Equation (21) is plotted for one value of yin together with several 
t rajectories obtained by PACE in Fig. 4. 

We are now interested in finding the dependence between the 
coordinates yin and xde; the latter defines the place where the 
particle touches the wall, and deposits, as the wall is adhesive. 
Particles will be deposited when 1" = r, = Yd<,[i\ = f„(linear)]. 
Then, equation (21) yields: 

y ;„ = vO^fi^TT y'-de (28) 

From this relation we shall develop a new parameter. 
Looking at two adjacent particle trajectories, the equality of 

the inlet and exit mass flow rates reads 

GtnSdyin = OdeSdxd (24) 

The fraction of the deposition flux to the entrance flux we shall 
denote with k. This dimensionless deposition parameter, or mass 
transport quotient, follows from the above relations: 

k = GdjGin = dyin/dxd. 
J Bo 

2|/,„ 

J Bo 

2 VjBoxd! + yd:-
(25) 

On the other hand, the connection between this parameter and the 
"classical" mass transfer coefficient is very simple: 

k = KNa„/(unXin) =* K/un (26) 

This holds in cases of negligible differences between the entrance 

1 5 ^ Entrance 
f Level 

10-M=0.2651 „PACE" 
I0"4J=0.8 J Solutions 

_ — I0"4J=0.8 Approximative 
Solution 

Fig. 4 Particle trajectories 

(A',„) and average (A*,,,,) particle concentration. 
A similar procedure will be performed in the more exact solu­

tion using the computer results. 
We wish to mention here that in the case of upward flow, the 

approximate solution is also given by equation (21), with a change 
of the sign in front of J. As a consequence, the trajectories tend 
toward the channel axis similar to [12, 16]. If the function u(y) 
would be corrected to have a zero first derivative at y = 1, the 
trajectories would reach the channel axis asymptotically instead 
of parabolically. 

Concerning the concentration field, the mass conservation 
condition, expressed in the form of a particle-continuity equation 
for steady state reads: 

V-(iV0cB) 0 (27) 

Applying this equation on the stream (or path) tube of width dn 
in the X-Y plane, and correlating the condition at the channel en­
trance with an arbitrary point at coordinate x, for S = 1 we ob­
tain : 

where dn is normal to c_ 

O.xln = Xxc,,,dn (28) 

> i - Cj>(:c); w e denote Nx = N(x). I t is 
assumed that the particles at the entrance have the average fluid 
velocity u„ = c„. 

With the following relation, used also in evaluating (24), and 

V = uJx): 
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dy/dn x/uPI — 1/cos a = 1 + (29) 

after omitting the subscript x, the local particle concentration is 
finally expressed by: 

Nx = N = GJcp = (Gin/cp)(dyia/dn) 

= (GJup)(dyiJdy) (30) 

Mere, the derivative (dyin/dy) is easily evaluated either from the 
previous equations (21) or the corresponding diagrams by PACE. 
As it connects the situation along the flow with that at the en­
trance, we recommend that only the more exact, programmed 
solution be used. 

In the core, i.e., the central part of the flowing system, where 
the lateral particle velocity is negligible compared with the re­
sultant one, or c = up — u, we have also 

dyin/dy 1 (31) 

Finally, from (30), with (?,„ = Ar ,-„«„, one obtains the concentra­
tion field as determined only by convection: 

i¥„ = A' = GJu ^ GJu = NJuJu) (32) 

Results 
Numerical Values. From the diagram, Fig. 1, the following mean 

values of the droplet diameters have been calculated (in microns): 
linear rt = 1.67; square r, = 1.74; cubic (volumetric) r3 = 1.95; 
optical [20] r„p — 2.44. Because of the selective deposition of 
larger droplets—according to equation (5)—when the correspond­
ing correction is applied to the last result, we obtain rop = 2.83/x. 
The optical radius is in agreement with the value obtained by ap­
plication of Lambert-Beer's law: rop" = 2.82jit, when the drop­
let mass concentration is calculated from the heat and mass 
balance. According to [34], water droplets of the above magni­
tude behave as rigid spheres. The thickness of the laminar sub­
layer was calculated to be 30-50 microns, and the buffer zone 
400-700, for the range of fluid velocities in our experiments. 

Other pertinent numerical values are listed in the table of re­
sults. 

Deposition Flux. As an example, from [18] we reproduce Fig. 5, 
showing four curves from one stabilized series, where the abscissa 
is proportional to the intensity of light transmitted through the 
fog flow and the droplets deposited on promoter-treated glass (a 
coating which does not allow film deposition). At the peaks is 

10 sec 
Photomultiplier 

4 0 output voltage (mV) 

Fig. 5 Reproduction from the recorder: droplet deposition flux mea­
surement by light attenuation 

shown the effect of mechanical wiping. The signal at the peaks 
where no droplets are present on the glass, compared with the 
signal for the empty channel, yielded the rop". As droplets de­
posit on the glass the signal decreases. The recording of 30 to 80 
of such curves was required to obtain one representative value of 
the particle flux. The shape of each curve defines a light-at­
tenuation parameter, which is obtained numerically by comparing 
the experimental curves with solutions evaluated for the system 
under consideration, and calculated by PACE. In this solution 
we took into account the surface coalescence [18]. With the 
determined attenuation parameter, the measured film flow, and 

Table 1 Results of the experiments 

Hun no. 
1 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

Gas temp, 
(deg C) 

59.3 
50.2 
48.2 
50. I 
58.9 
48.5 
57.5 
49.1 
50.5 
37.6 
49.5 
48.9 
45 
44 

Average gas velocity 
(m/sec) 

5.15 
4.85 
2.75 
2.86 
2.92 
2.82 
6.45 
2.72 
4.78 
6.52 
2.04 
7.05 
8.7 
9.05 

Channel Re number 
(Re/) 

30,300 
18,900 
16,500 
17,050 
16,850 
16,920 
37,800 
15,700 
28,600 
39,400 
12,250 
42,200 
51,800 
54,300 

Avera 
mass 

X 

ge inlet droplet 
concentration 
106(gr/cm3) 

9 
8.8 
7.5 
6.8 
6.16 
5.3 
1 
6.4 
7.2 
6.8 

Light attenuation 
parameter 

X lO-^sec- 1 ) 
1.16 
1.16 
1 
0.82 
0.7 
0.7 
0.37 

Additional information: 

Runs 1 to 7: deposition measurements on both measuring bands. 
Runs 8 to 10: droplets size measurements. 
Runs 11 and 12: measurement of the length with no droplet deposition (A'„). 
Runs 13 and 14: determination of the velocity needed to prevent droplet attachment. 

Other runs, from 15 to 23 were used for the concentration field determination reported in [19] and in part in Fig. 8 here. 
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Fig. 6 Deposition parameter dependence on factor J 

. Approximative 
Solution 

k=k(X) 

5 0 0 1000 1500 

Fig. 7 Correlation between lateral entrance coordinate and axial depositing coordinate 

knowing the average fluid velocity and properties, as well as the 
droplet concentration, the values for the quotient, A', were ob­
tained and are plotted in Fig. 6. In our case, equation (7) de­
fines Rv and in this way, through equation (9), / „ • the last is, thus, 
obtained from the concentrations. A more detailed description 
of the experimental procedure is given in [18], but we give here 
a condensed explanation. 

Fig. 7 shows how the parameter k is obtained on the basis of 
PACE results, taken from Fig. 4. Looking at the computed 
curves in Fig. 7 we note that they bend not only in the vicinity of 
Kdc = 0 = Y in but gradually also with increased X<le although this 
dependence is more pronounced for the curves of the approxi­
mate solution. Therefore, the values of k (upper curve in Fig. 0) 
are the analytical mean values for our apparatus. 

The small inertia of the droplets causes a pronounced curvature 
of the function Y — Y(J, X) only near the origin (Fig. 7). This 
enables the use of a constant mean k(J) along the channel. In 
this way, entrance eddies, which have in our experiments—as in 
Friedlander's [2]—caused a "nondepositing length," did not 
affect the value of k, after the eddies have been damped. I t is 
interesting to note that for two channel Reynolds numbers, 12,600 
and 14,900, we have obtained nearly the same relative non-
depositing lengths as in [2]: 1/4.?,, = 10.8 and 13. The small 
inertia of the particles also makes their trajectories independent of 
the average fluid velocity, in agreement with the exact and ap­
proximate solution. The results of Alexander [6] are also in 
agreement, showing proportionality of k to tt„0-17 ~ 1 for larger 
particles than in our case. This could be due to the contributive 
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Fig. 8 Droplet mass concentration at lower band (X ~ 324 cm) by 
radioactive tracer 

effect of eddy diffusion, or some specific wall effects. 
Concerning the discrepancy between the computed and ap­

proximate solutions which is evident from Figs. 6 and 7 we stress 
here that except for very small values of./, even after the velocity 
profile has developed, neither the measured nor the PACE-com-
puted values of k can coincide with the k(J, Xde) from the ap­
proximate solution. This is because the particle trajectories in 
the region X > l,n are also affected by the developing velocity 
profile from the region X < /,-„. 

The J values of the abscissa of Fig. 0 are obtained for the ex­
perimental points with the calculated Jr and the joint factor 
(JavJhd) ~ Jj = 3-2; accounting for: 

1 The selection of droplets of larger radii in the deposition 
process, 

2 Coagulation in the region of deposition (only in lateral 
direction), 

3 A possibly steeper velocity distribution than the approxi­
mate law u(y) which was used, 

4 The decrease of drag coefficient in the turbulent velocity 
field [25], resulting in a larger true Bp—equation (2)—i.e., 
larger relative velocity cPl, and finally 

5 The uncertainty of Jhd as already mentioned. 

All these effects act to cause this product (J j) to be greater 
than unity. For larger real values of Biu, (i.e., corrected by J j), 
Jr could even be smaller than that given by equation (9), i.e., 
less sensitive on the particle domain, although in a similar way 
dependent. 

Point No. 7 in Fig. 6, even with the tolerance interval of ±11.7 

percent (for the algebraic summation of all errors) in k, shows a 
deviation from the computed prediction in the direction of the 
approximate solution. The explanation for this could be: The 
entrance region of 40 Ivydraulic radii (even 50 are suggested by 
Laufer [30]) is either too long, or the development of our turbu­
lent velocity profile after equation (18) is mathematically not 
sufficiently in accordance with the real phenomenon. 

Concentration Field. Focusing now on the influence of the eddy 
diffusivity in the central part of the How (where the Magnus force 
is negligible), we refer to Fig. 8, reproduced from [19]. Several 
representative runs among numerous sample results are shown. 
All values are from the developed flow measurement place (lower-
band). The concave shape is in qualitative agreement with 
Eichhorn's [26] results for 50 times larger particles in horizontal 
flow, where the axial convection—equation (32) here—seems to 
have dominated. The results from the upper measuring band 
[19], being in the region of the entrance eddies, showed the par­
ticle-coring (deposition-preventing) effect due to the entrance 
eddies (this is not reproduced in Fig. 8). The dotted curve in 
Fig. 8 presents the interpretation of equation (32) with the help 
of equation (20). The developed-flow turbulent diffusion con­
tributed evidently very little toward the uniformity of concentra­
tion. This cannot be attributed in these experiments to the dis­
tance needed for the development: of the turbulence along the 
flow, for, according to Limberg [42], in our case this distance, as 
a function of the channel Reynolds number, is at most ?0/4 = 100 
cm. Since the delay time—after turbulence is established—is 
for that kind of particle motion of the same order of magnitude 
as for systematic motion, both such explanations (i.e., based on 
distance and time) must be abandoned. 

Concerning the wall region, no conclusion in respect to the 
slope of the concentration curve can be made from the samples, 
because of the large interval between the measured points in the 
y direction. There is indicated a trend of lowering concentration, 
which can be (and probably is) caused by both effects (diffusion 
and forces). They result in particles approaching the wall with, 
a, finite velocity, affecting the registered deposition flux. 

Conclusions 
The analytical solution for the particle trajectories, taking into-

account, the development of the fluid-velocity profile from the 
entrance into a rectangular channel, and the experiments per­
formed, show the following: 

1 The analytical solution is obtained without introducing 
artificial functions, but only factors shown to be of the expected 
order of magnitude. The concept of a particle domain (their 
radial region) dependent either on the particle boundary layer or 
the particle numerical concentration has been introduced into the 
analytical solution. 

2 The numerical results of the predictions agree with the ex­
perimental data. The latter have been obtained employing a 
contactless light-attenuation method [18] and the use of radio­
active tracers [19]. 

3 Particle deposition occurred along trajectories mainly de­
veloped in the laminar sublayer and the butler region. The 
eddies due to entrance edges prevented deposition over the length 
x„ with dependence xv(Ref) equal to that in [2]. 

4 Fluid-velocity profile development influences the particle 
behavior over a distance longer than the fluid entrance length. 
This is in accordance withEichhorn, et al. [26]. 

5 For the particle sizes considered, the newly defined dimen-
sionless deposition parameter, k, is independent of the axial coor­
dinate and fluid velocity, after the length xv. The independence 
on axial coordinate is in full agreement with [2] and on fluid 
velocity in reasonable agreement with Alexander [6]. 

6 In our results the parameter k has nearly the same values 
as in the case of Friedlander [2], although he used a different 
channel geometry. The values of concentration are different in 
his and our case, but the character of the k(J) dependence is. 
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Fig. 9 Presentation of data from reference [2], Table III (given number of 
runs) 

very similar . T h e re la t ion be tween the m a s s t ransfer coefficient 
and the concen t r a t i on which we h a v e ca lcu la ted from his resul ts , 
and the t a b u l a t e d va lues are p re sen t ed in F ig . 9. Fo l lowing 
from our e q u a t i o n s — ( 7 ) and simplified (f 1 )—the hor i zon ta l l ine 
and the quas i - inverse re la t ions (K, X) could be expla ined t h r o u g h 
a con t r ibu t ion of the e v a l u a t e d la teral force to the depos i t ion . 
As in his case the How is d i rec ted ver t ica l ly u p w a r d ; th is effect is 
d u e e i the r to a reversa l in the d i rec t ion of the force [If, 2.5, 27, 28] 
or is a consequence of the jo in t effect, of diffusion a n d s y s t e m a t i c 
mot ion . T h i s idea is carefully ana lyzed in [36]. 

7 T h e concave s h a p e of the d rop le t concen t r a t i on curves 
(Fig. 8) ind ica tes a t least a nonpreva i l ing role of the e d d y dif-
fusivity in our case. D u e to the high concen t r a t i on in the wall 
region, however , even the reduced diffusivity, ac t ing upon the 
high concen t ra t ion g rad ien t , m a y c o n t r i b u t e to par t ic le la tera l 
mot ion (deposi t ion in this case) . 

T h e reasonab le ag reemen t achieved be tween the c o m p u t e d and 
measu red resul ts , especial ly in respec t to the t r end k(J), is no t 
considered as a definite proof of the d o m i n a n t influence of sys­
t e m a t i c mo t ion on the deposi t ion p h e n o m e n o n . Never the le s s , 
if ind ica tes t h a t th is influence has the expec ted cha rac te r . 

T h e re la t ive con t r i bu t i ons of diffusivity and s y s t e m a t i c par­
ticle mo t ion to the i r overal l l a t e ra l migra t ion , and the d e p e n d e n c e 
of th is con t r ibu t ion on several var iables , is one of the i m p o r t a n t 
p rob lems in this field. F u r t h e r m o r e , th ree ma in b r a n c h e s of re­
la ted p rob lems awai t so lu t ion : d i aba t i e and Huidized s y s t e m s 
and those wi th par t ic les o the r t h a n rigid spheres , as well as com­
bina t ions thereof. 
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Vibration Effects on Convective 
leat Transfer in Enclosures 
The effect of mechanical vibrations on natural convective heat transfer in an enclo­
sure of rectangular cross-section was investigated experimentally. The enclosure 
was comprised of two vertical and opposed surfaces which were maintained at differ­
ent temperatures, surrounded by four other adiabatic surfaces. Vibration stresses 
were applied to this heat transfer cell by mounting it vertically on the armature of an 
electrodynamic vibrator. Frequencies from 0 to 4000 Hertz and accelerations from 0 to 
110 g's were utilized in the investigation. The results show that vibration of a thermally 
active enclosure can have a significant effect on its heat transfer characteristics especially 
near the resonant natural frequency of the column of fluid contained within the en­
closure. Increases in convective heat transfer coefficients of as much as 50 percent were 
obtained during this investigation. A correlation equation was developed by utilizing 
the dynamic response characteristics of the fluid column when considered as a seismic 
mass. 

Introduction 

UONVECTIVE heat transfer within fluid-filled enclosures 
is an important mechanism in many physical systems. A modest 
amount of experimental data and no closed-form analytical solu­
tions are currently available for predicting the heat flux and tem­
perature and velocity distributions in such cases. A few numeri­
cal solutions exist for restricted ranges of the pertinent variables 
and then only for simple geometries. 

The effect of mechanical vibrations, as well as sound waves, on 
heat transfer from bodies in an infinite atmosphere has been studied 
by many investigators. This paper, however, is apparently the 
first report on an investigation into the effect of enclosure vibra-

Contributed by the Heat Transfer Division and presented at the 
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received by the Heat Transfer Division, January 3, 1969; revised 
manuscript received July 25, 1969. Paper No. 09-WA/HT-13. 

tion on heat transfer within a fluid-filled enclosure. 
The data presented here are the result of an experimental 

research effort designed to determine the effect of vibration on heat 
transfer across a vertical gap. A rectangular enclosure was 
constructed so that the heat transfer would be essentially one-
dimensional across the width of a narrow vertical cell. Data 
were recorded with four different widths of a water-filled cell 
utilizing temperature differences sufficient to produce a range of 
Ra.yleigh numbers from 10" to 10s. The applied vibratory motion 
was parallel to the gravitational field and sinusoidal. 

The data recorded from the experimental system are presented 
along with a proposed correlation equation. The effect of vibra­
tion on cell heat transfer characteristics is explained in terms of the 
dynamic characteristics of the enclosed fluid column. This 
explanation is supported by data from an experimental determina­
tion of the dynamic behavior of the liquid column. The investiga­
tion also included flow visualization studies utilizing neutrally 
bouyant particles, as well as measurement of horizontal tempera­
ture distributions within the fluid. 

'Nomenclature-

a = maximum amplitude of vibration 
.4 = area of hot plate 
cp = specific heat 
/ = frequency 
f„ = natural frequency of fluid column 
g = ratio of acceleration to acceleration 

of gravity 
(It, = acceleration of gravity 
g, = maximum shaker dimensionless ac­

celeration 

Gr = Grashof number 
H = enclosure height 
h = average convective heat transfer 

coefficient. 
k — thermal conductivity 

Nu = Nusselt number hW/k 
Pr = Prandtl number fxcp/k 
q — heat transfer rate 

15a = Rayleigh number (Gr Pr) 
Tc = temperature of cold plate 

Th = temperature of hot plate 
AT = temperature difference (TV-IT,,) 

W = enclosure width 
a = thermal diffusivity 
|3 = volumetric coefficient of thermal 

expansion 
fx = dynamic viscosity 
v = kinematic viscosity 
p = density 
co = circular frequency 
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A review of the literature reveals thai numerous investigators 
have determined, both analytically and experimentally, the effect 
of vibration on convective heat transfer in a variety of configura­
tions. Geometries studied have included thin wires, cylinders, 
heat exchanger tubes, aimuli, and flat plates. Both natural and 
forced convection have been investigated for such variables as 
body shape, size, and orientation, and direction and amplitude of 
vibration. 

In some investigations the heated body was vibrated by some 
external mechanical means, while in others the fluid was vibrated 
using such devices as ultrasonic vibrators or acoustic fields. 

Previous work in this area can be grouped into two general 
categories; 

the effect, of either body vibration or fluid vibration on nat­
ural convection from the exterior of a body to an infinite 
atmosphere; or 

(he effect of vibration on forced convection flow within heat 
exchanger tubes or annuli. 

A complete review of the literature published in both these 
areas is given by Forbes [I].1 

The literature apparently contains no report of any effort, either 
analytical or experimental, to determine the effects of vibration 
on natural convective heat transfer within a fluid-filled enclosure. 

There have been numerous published reports concerning experi­
mental investigations of the convective heat transfer mechanism 
within an enclosure without vibration. Significant experimental 
studies of natural convection within rectangular enclosures include 
those of Mull and Reiher [2], de Graff and van der Held [3], 
Eckert and Carlson [4], Dropkin and Somerscales [5], Emery and 
Chu [61, Landis and Yanowitz [7], Elder [8, 9], and most recently 
MacGregor and Emery 110]. The successful correlations and 
predictions of the effect of vibration on natural convective heat 
transfer from a body to its infinite atmosphere are usually based on 
a comparison of the vibration amplitude of the body and the thick­
ness of the boundary layer of fluid flowing past, the body. Such a 
comparison is not, meaningful for vibration of an enclosed column 
of fluid. Rather, the fundamental physical phenomena to lie 
studied are the dynamic characteristics of the fluid column and 
the enclosure and the effect that these characteristics have on the 
convective heal transfer. In order to carry out this study a 
guarded hot-plate (est cell was constructed and mounted on an 
electrodynamie vibrator. 

Experimental Systems and Procedures 
The experimental system consisted of the natural convection 

heat transfer test cell, associated electrical and thermal instrumen­
tation, and the electrodynamie vibration system. 

A cross section of the guarded-plate test cell is shown in Fig. 1. 
The hot plate was machined from aluminum alloy, the surface in 
contact with the enclosed fluid measuring 16 in. in height and 7 
in. in depth. Power was supplied to the eight strip heaters em­
bedded in the heater plate by a direct current regulated power 
supply. A potentiometer in series with each heater permitted 
adjustment of the surface temperature of the plate to within 1 deg 
F of an isothermal condition. The hot plate surface temperature 
was indicated by sixteen 80 gauge eopper-constantan thermocou­
ples epoxied Hush with the surface of t he plate. The seven t revers­
ing thermocouples could be positioned horizontally at any point 
in the fluid including the hot and cold plate surfaces. These 
thermocouples were utilized to measure the temperature distri­
bution in the enclosed fluid as well as to monitor the isothermal 
condition on the hot and cold plates under nonvibratory conditions. 

The spacer plate was constructed of a low thermal conductivity 
phenolic material. Twenty eight thermocouples were located on 
the surfaces of the spacer plate so that the temperature differences 
across the plate and its edge could be monitored. The guard plate 
consisted of an aluminum alloy plate containing twelve strip 

1 Numbers in brackets designate References at end of paper. 

FRAME PLATE ENCLOSURE 

JB / - - -C0LD PLATE 

FLOW CHANNEL 

TRAVERSING 
THERMOCOUPLE 

THERMOCOUPLE 

BASE PLATE 

Fig. 1 Cross section of lest cell 

healers. The guard plate enclosed the phenolic spacer plate on all 
surfaces except the surface in contact with the heater plate. After 
the heater plate had been adjusted to an isothermal condition, 
the guard heaters were adjusted individually until a minimum 
temperature gradient existed through the phenolic spacer plate 
and its edges. At this condition, essentially all electrical energy 
dissipated in the heater plate was convected through the fluid. 
Electrical power input to the heater plate was individually mea­
sured for each of the eight heaters. Thermocouple e.m.f. for all 
thermocouples was indicated on a digital millivolt meter after the 
appropriate thermocouple had been selected bj ' a rotary switch. 

The water was contained between the hot plate and the cold 
plate by a four-walled plexiglas enclosure constructed of 1/i 
in. thick plexiglas which allowed observation of the test fluid during 
the recording of all data. The low thermal conductivity of the 
plexiglas produced an essentially adiabatie boundary at these four 
surfaces. The enclosure was rilled with distilled water through a 
small opening in the top surface of (he plexiglas, and allowance for 
expansion of (he water was made using this same opening. A 
section of Vs in. 01) surgical tubing extended vertically upward 
from the fill plug in the top plexiglas wall. This allowed ex­
pansion of the water upon heating, as well as subjecting the enclosed 
fluid to atmospheric pressure at all times. After the enclosure was 
filled with water, numerous small bubbles developed on the hot 
plate surface when the heaters were energized. These bubbles 
were easily visible through the side plexiglas walls and were re­
moved prior to any testing. Four plexiglas enclosures were con­
structed, giving widths between the hot and cold plates of 1.7, 
1.0, 0.5, and 0.375 in. These gap thicknesses resulted in test cell 
height to width ratios (aspect, ratios) of 9.4, 16.0, 32.0, and 42.7. 

The cold plate was cooled by circulating chilled water through 
twenty-four 3/s in. dia holes drilled through the aluminum plate. 
The water flow rate could be varied for the individual channels, thus 
allowing the cold plate to be adjusted to within 1 cleg F of an iso­
thermal condition. The cold plate temperature was indicated 
by twelve thermocouples embedded in the surface of the plate. 
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The te^i <ell, weighing appioxunateh eight\ pound'-, ».(>• 
UKiunted on the vibiatot In bolting the test < ell plate to the 
\ibiatoi table All vibiation tests weie ((inducted with the test 
cell m a veitKill onentation and toi vibiation m a veitnal eluee-
tion 

The vibiation system w-is an lruholt/-l)i( kie Vibiation Testing 
,-i\-teni capable ol piodmmg ,i geueiated tone at the shake table 
ol 20(10 pounds peak The a(celeiation level which could be 
iclueved with the heat tianstei test cell depended on the selected 
hequenc \ howevei, ac c delation levels, as indie ated In the shakei 
table acceleiometei, weie \aned hom 0 "> </ to l td q b\ -electing 
ippiopiiate hec[uenc ies 

With the lest ( ell as constuu ted and mtegiated into the elec tlo­
ch namic vibiation iacihU, the lollowmg langes ol vauables weie 
cvailable 

Vspect l i i t i o ') f t o 12 7 

rempeiatme Difteience Vcinss the Cell IS I< to t>2 deg F 
Vibiation Fiequene\ 0 to 400(1 Heit/ 
Veceleiation Level 0 to 110 c/ 

\. ciualitative anahsis was peilonned in oidei to select a pio-
lerhue tin accumulating data It was fust neeessau to decide 
w bethel to establish a theimal held and then impose a vibiation 
field upon it oi to establish these fields m the leveise cadet In 
the light ot the expected pia< tu al apphcaticais foi the mtoimation 
to be pioduced, it was dec ided to ftist establish a theimal held m 
the test s\s(em and then to nnpose chlteient vibiational stiluses 
on the cell Following this dec lsion it was necessau to establish 
a piocechue ten ice ending the data 

Out ot an almost infinite uumbei ot conibiuatious of vibiation 
and theimal states, the following weie selected V chosen tem-
peiatuie ditieienee was established aitoss (he test cell This 
leqtmed <id|usting the powei inputs to the electiical heateis until 
tsotheimal conditions weie established on the hot plate nuclei non-
vibiatou conditions 

The shakei was then eneigi/ed and biought to a pieselee ted 
dequeue \ At this hequenc \ the amplitude was adiusted to 
achieve a maximum ace delation le\el within the capability ot the 
appaiatus The s\stem paiameteis weie then momtoied until 
equilibimm had been achieved \ o elloit was made to leadjust 
the tempeiatuie ot the hot plate to it,s initial value, ll a deviation 
from isothermal occurred, but the variations of temperature over 
the height of the hot plate and cold plate were recorded. 

A study of the technical literature available in this area indicated 
that average surface velocity might provide the most satisfactory 
variable with which to correlate the heat transfer data in a vibrat­

ing system. On the basis of this, an enclosure velocity was 
selected which could be reached over the entire range ol" fre­
quencies available. The enclosure velocity is defined as the prod­
uct of the amplitude and frequency of vibration. The velocity 
selected was 1.70 ips. 

This second series of tests was run with the same procedure as 
the first, except that at each frequency the amplitude was selected 
to produce an enclosure velocity of 1.70 ips rather than a maximum 
acceleration. 

Observation of the boundary layers on the hot and cold plates 
under vibratory conditions indicated that a turbulent boundary 
layer existed over the entire surface of the plates in the vicinity of 
200-400 Hertz. Under other vibratory conditions the boundary 
layer was either completely laminar or underwent transition from 
laminar to turbulent flow at, some fixed distance up the plates. 

Neutrally buoyant, spherical particles were used to indicate the 
flow patterns in the enclosed fluid for both vibratory and non-
vibratory conditions. A 1500 watt quartz iodide photoflood lamp 
was used to illuminate a ',4 in. wade vertical slit at, the mid-depth 
of the enclosure. The flow patterns could be viewed or photo­
graphed from a horizontal position through the side plexiglas walls. 
Density gradients in the water could be visually observed in the 
vicinity of both the hot and cold plate surfaces. 

The work of Schoenhals and Overeamp [11] indicated that the 
resonant frequency of a vibrating liquid column could be deter­
mined by mounting a pressure transducer in the container bottom. 
If the enclosure is vibrated at various frequencies while, the ac­
celeration level is maintained constant, the maximum output, 
recorded with the pressure transducer will correspond to the 
resonant frequency of the fluid column. 

In this manner, the resonant frequency of the H/W = 9.4 
enclosure was determined to be approximately 270 Hertz. Test­
ing at, this frequency produced a turbulent boundary layer on the 
entire surface of both the hot and cold plates. 

A digital computer program was written to convert, the raw data 
into the dimensionless parameters Nusselt number and Rayleigh 
number. 

Discussion of Results 
Preliminary Investigation. The heat transfer results recorded dur­

ing 274 runs with the water-filled test cell are shown in Figs. 2, 
3, 4, 5, and 6. The hot and cold plate temperatures from which the 
temperature differences were calculated are averaged values ob­
tained from the readings of 16 thermocouples on the hot plate and 
12 thermocouples on the cold plate. All fluid properties in the 

10 

10 

NO VIBRATION 

20 Hz 0 .55 = g 

2 0 Hz 2,0 = g 

v = 1.7 IN/SEC 

v = 6.0 IN/SEC 

10 

NO VIBRATION 

2 0 Hz 0.55 = 9 , 

2 0 Hz 2 .0= g , 

RAYLEIGH NUMBER 

Fig. 2 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency = 2 0 Hertz. 
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Grashof and Nusselt number have been evaluated at the mean fluid 
temperature, (Th + Tc)/2. The average heat transfer coefficient, 
h, was calculated from the relationship 

h = (1) 

On each figure, the Nusselt number has been plotted versus Rayleigh 
number for a given enclosure frequency with the dimensionless 
armature acceleration ratio (a 0)2)/f/o as a parameter. Accelera­
tion ratios and the corresponding enclosure velocity (a a)) are also 
shown on each figure. The characteristic length in both the Nus­
selt number and Rayleigh number is the test cell gap width IF. 
The heat transfer results recorded with no vibration of the en­
closure are shown on each figure. Since data for both the vibra­
tory and nonvibratory case are plotted on each figure, any change 
in the heat, transfer produced by the vibration is readily apparent. 
The test cell aspect ratio for which data points were recorded has 
been indicated on each figure. Solid data points are for the 16.0 
and 42.7 aspect ratios, while open points are for the 9.4 and 16.0 
ratios. The selected temperature differences and aspect ratios 

produced overlapping data for the aspect ratios of 32.0 and 42.7, 
and 9.4 and 16.0, but no overlap between the 16.0 and 32.0 as­
pect ratio. 

A curve which best represents the experimental heat transfer 
data has been drawn on each of Figs. 2 through 6. A discussion 
of the curve fitting procedures will be more meaningful if it is 
presented in light of the entire data; thus it will be delayed for the 
present. 

Fig. 2 presents the heat transfer results for a shaker table fre­
quency of 20 Hertz and accleration ratios of 0.55 and 2.0. In all 
following discussions the shaker table acceleration a o)2/</o will be 
indicated by the symbol gt. 

The 0.55 = g, level corresponds to a shaker table velocity of 
1.7 ips while the 2.0 = g, level corresponds to a velocity of 6.0 
ips. Fig. 2 reveals that the testing with twenty-five AT'e 
and four aspect ratios produced data which is evenly distributed 
between Rayleigh numbers of 1.25 (105) to 8.3 (107), The corre­
sponding Nusselt numbers varied from 2.3 to 17.4. The heat 
transfer was essentially unaltered by enclosure vibration at 20 
Hertz for either of the acceleration ratios utilized. It is worthy of 
note that little effect was produced on the heat transfer by the 20 

IO 2 p 

o • NO VIBRATION 
o H 8 0 Hz 2.2 =g ( v= 1.7 IN/SEC 
V V 8 0 Hz I 2 = g t v = 9 IN/SEC 

NO VIBRATION 

8 0 Hz 2.2= g 

_ j — i I i i i n i i ' i i i i 11 i i i i i i i 11 

10" 

RAYLEIGH NUMBER 

Fig, 3 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency — 80 Hertz. 
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a a 320 Hz 9=(J t v = l.7 IN/SEC 

• H / W = 3 2 . 0 
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10 iO 
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Fig. 4 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency = 320 Hertz. 
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Fig. 5 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency = 1280 Hertz. 
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Fig. 6 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency = 4000 Hertz. 

Hertz vibration for flow conditions in which the boundary layers 
were in the transition flow regime prior to vibration. A boundary 
layer transition region was readily visible on both the heated and 
cooled plates at A ' f s above 50 deg. The onset of the 20 
Hertz vibration had no effect on this region. 

Fig. 3 presents data recorded for an enclosure frequency of SO 
Hertz and acceleration ratios of 2.2 and 12.0 I t is apparent that 
the 2.2 acceleration level produced little effect on the heat transfer, 
however, a noticeable increase in the Nusselt number was evident 
for the 12.0 acceleration level. The data points appear to be 
shifted upward and to the left of their corresponding nonvibratory 
reference point. Since q = HA AT, any increase in the average 
heat transfer coefficient, h, must be accompanied by a correspond­
ing decrease in A T; q/A being held constant for this work. The 
heat transfer rate, q, was determined from the summation of 
electrical power inputs to the eight strip heaters in the hot plate. 
For a given AT, the electrical power to the heaters was not changed 
as the vibration was applied. Thus an increase in the average 
Nusselt number produces a decrease in Rayleigh number. This 
upward and leftward shift of a data point from the corresponding 
nonvibratory point was characteristic of all data where a significant 
increase in the heat transfer coefficient was noted. 

The average Nusselt number was increased by as much as 50 
percent with the application of 320 Hertz at 9 g's as shown in Fig. 
4. This vibration state produced larger changes in the heat trans­
fer than any of the 20, 80, 1280, or 4000 Hertz vibrations. 

A noticeable increase in the heat transfer coefficient resulted 
when vibration at 1280 Hertz and 25 and 30 g's was applied to the 
•enclosure. This effect, which increases with increasing accelera­
tion, is shown in Fig. 5. 

Fig. 6 indicated that 4000 Hertz vibration had little or no effect 
on the heat transfer for acceleration levels as high as 110 g's. 

Smith [12] has used standard least squares techniques to obtain 
a best curve which represents the data shown in the preceding 
figures. A curve of the form 

Nu = Ci(Ra)c2 (2) 

was obtained for the no vibration case and for each of the vibratory 
states. This form was assumed since both the vibratory and 
nonvibratory data approximated straight lines when plotted on 
log-log coordinates. I t should be noted that Ci and C-i are func­
tions of the vibratory parameters since each curve represents a 
specific frequency and accleration level. 

The possibility that an aspect ratio dependency might improve 
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the data correlation was not overlooked. The least squares pro­
cedure was applied to the data for each individual aspect ratio 
and the aspect ratio pairs of 9.4 and 16.0, and 32.0 and 42.7. A 
slight decrease in the average deviation resulted due to the fact 
that a smaller number of points were available when considering 
the aspect ratios individually or in pairs. The slight increase in 
accuracy of the predictions was not considered sufficient to war­
rant the inclusion of an aspect ratio dependency in the overall 
correlations. 

An examination of Figs. 8, 4, and o indicates that the curves 
fitted to the vibratory data converge to the no vibration line at 
the lower Rayleigh numbers. Using this fact, an attempt was 
made to force the curves to converge to a common point. In 
this procedure, the location of the common point of intersection 
was varied until the total sum of the squares of the deviations of 
all curves was a minimum. The common point was found to be 
at a Rayleigh number of 10', The resulting correlation equation 
is of the form 

20 -

Nu = 1.1 17 (Ha/tO4) (3) 

where the slope, S, is a function of the vibratory parameters. 
The correlation has thus been simplified since only S is a function 
of the vibratory variables, whereas for the form 

Nu = C\W (2) 

both C\ and C» were dependent on the vibratory parameters. 
I t is perhaps significant to note the importance of the common 

intersection point at lia = 104. An examination of the pre­
viously cited literature shows that the Nusselt number should be 
approximately 1.0 for a Kayleigh number in the vicinity of 10'. 
The Nusselt number of 1.0 is indicative of the conduction regime 
for rectangular enclosures. It is felt reasonable to assume that 
vibration should have little or no effect on heat transfer by con­
duction. 

The most significant factor to be realized from the heat trans­
fer results is that appreciable increases in the average heat trans­
fer coefficient may be realized by vibrating the enclosure. 

The no-vibration data is in good agreement with that of pre­
vious investigators and tends to lend support, to those investigators 
who have found little or no dependency of the heat transfer on 
the aspect ratio. It is felt that the variance in aspect ratio was 
sufficient to give evidence of any dependency, if any existed. A 
comparison of this work and that of several other investigators is 
shown in Fig. 7 for the case of no vibration. The agreement is 
seen to be good. 

An examination of Figs. 2 through 6 will show that numerous 
runs were made in order to check the reproducibility of both the 
vibratory and nonvibratory data. Agreement was good in all 
cases, especially for the no vibration case. 

Both hot and cold plates could be adjusted to within 1 deg F of 
isothermal conditions for the no vibration runs. Upon application 
of vibration, it was noted that temperature variations of as much 
as 10 deg F might exist on the plates. The general variation from 
isothermality was indicated by a decrease in the temperature of 
the thermocouples near the top of the hot plate. To determine 
the effect of the variation from isothermality, several runs were 
made where the vibration was applied and the plates were ad­
justed back to isothermal conditions after the variation occurred. 
These points were in good agreement with the best fit of the data 
for the same vibratory state where no adjustment of the plates 
was made. One of these points is shown as a hexagon in Fig. 4. 
Subsequent to these tests, all data with vibration were recorded 
with no attempt to adjust the plates back to isothermal conditions 
when any deviation occurred. 

Liquid Column Dynamics. Schoenhals [11| has studied the pres­
sure distribution and bubble formation induced by longitudinal 
vibration of a flexible liquid-filled cylinder. Primary emphasis 
was placed on determining the pressure distribution in a column 
of methanol which partially filled a thin-walled plexiglas cylinder. 
The uniform shape of the plexiglas cylinder allowed Schoenhals 
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Fig. 7 Comparison of heat transfer data with that of other investigators. 
No vibration. 

to include the effects of wall deformation into the acoustic wave 
equation which governs the pressure and velocity distribution in 
the fluid column. The resulting one-dimensional wave equation 
was solved to yield the pressure distribution in (he column as a 
function of position and the input velocity at the base of the 
cylinder. Since the assumptions had included the neglecting of 
dissipation effects in the fluid, infinite pressures were predicted 
to occur in the fluid at the container bottom under certain modes 
of vibration. These infinite pressures at the container bottom 
were predicted for 

n = i, a, 5,7, (4) 

where a) = circular frequency of vibration of column base 
L = column length 
c = longitudinal wave velocity in fluid. 

The longitudinal wave velocity, c, was determined experimentally 
by varying the frequency until the first mode, aiL/c = 7r/2, was 
obtained. This was evidenced by the existence of large pressures 
measured at the container bottom. The longitudinal wave 
velocity was found to be less than one third of the normally 
accepted speed of sound for the methanol. The flexing of the 
container walls materially reduced the wave propagation velocity 
through the fluid. 

Such an analysis could probably be carried out for the rectangu­
lar container under discussion. However, the enclosure flexure 
would undoubtedly be a complex function, unlike the uniform 
cylinder considered by Schoenhals. In any event, there would be 
certain modes of vibration which would predict infinitely large 
pressure at the container bottom in the absence of dissipation in 
the fluid. The first natural mode could be determined experi­
mentally in much the same manner as used by Schoenhals, 
namely, by vibrating a column of fixed length at different fre­
quencies until a maximum pressure is detected at the container 
bottom. Interpretation of the pressure information is simplified 
if the container dimensionless acceleration atuVffo is maintained 
constant during the procedure, since the pressure would most 
likely be directly proportional to the container dimensionless 
accleration as in Schoenhals' prediction. 

Since Schoenhals had indicated that the resonant modes of a 
vibrated fluid column might be easily determined, a piezoelectric, 
pressure transducer was located near the bottom of the side wall 
on the 1.7 in. gap test cell. The output of this pressure trans­
ducer, where the root mean square value of oscillating pressure 
has been made dimensionless by dividing by the static pressure 
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Fig. 8 DimensionEess oscillating pressure on enclosure side wall 

pcjoll, is shown in Fig. 8 for an enclosure acceleration level of 4 
= f/j. The output of the pressure transducer was fed through a 
cathode follower into a vacuum tube voltmeter. This system 
gave an accurate measurement of the pressure, since the pres­
sure wave forms exhibited nearly perfect sinusoidal shapes under 
all vibratory conditions when viewed on an oscilloscope. 

Large values of the oscillating pressure were first evident in the 
vicinity of 270 Hertz, although the location of this maximum was 
a weak function of the enclosure acceleration level. 

Visual observations of the boundary layers on the hot and cold 
plates revealed that the intensification of the turbulent portion of 
the boundary layer and the mixing and interacting of the bound­
ary layers in the central portion of the test cell were the maxi­
mum which had been observed up to this point. Operation at 
270 Hertz, 4 g'a produced an intense entrainment of the boundary 
layers into the core with mixing occurring over the entire height 
of the cell. Operation at 270 Hertz, 0 </'s for prolonged periods 
(greater than approximately 5 minutes) produced numerous small 
bubbles on the top plexiglas wall probably due to the existence of 
pressures in the liquid below the vapor pressure. 

A peak in the oscillating pressure is also evident in the vicinity 
of 540 Hertz in Fig. 8. 

Resonance Effects. The evidence of these apparent resonant 
conditions necessitated the recording of 77 additional heat trans­
fer data points at these frequencies. Inasmuch as the previous 
data did not appear amenable to correlation for the constant 
velocity (1.7 ips) some of these additional data were obtained 
with a constant acceleration level acoVffo. The following range of 
frequency and acceleration levels was chosen for the acquisition 
of this additional data: 

80 Hertz 4 = g, 
270 Hertz (Fundamental Mode) 2, 4, 0, = g, 
320 Hertz 2, 4, = g, 
540 Hertz (First Harmonic) 2, 4, = g, 
1280 Hertz 2, 4, = g, 
2500 Hertz 2, 4, = gt 

The location of the two pressure peaks, as indicated by the trans­
ducer on the bottom wall, varied slightly with the acceleration 
level and A7' across the gap. In order to assure operation at this 
peak pressure, the frequencies which produced maximum pressure 
were "sought out" for each run. This resulted in testing from 
257 to 286 Hertz for the first peak and from 540 to 572 Hertz for 
the second peak. 

The 80, 1280, and 2500 Hertz vibrations were found to have 
little or no effect on the average convective heat transfer coeffi­
cient at the 2 and 4 g level. A noticeable increase in the heat 
transfer coefficient was produced by testing at the first resonant 
frequency (approximately 270 Hertz). These results are shown 
in Fig. 9. Fig. 10 shows that the effect was approximately the 
same for the 320 Hertz and the 540-572 vibrations for equivalent 
accelerations. 

The most significant factor to be pointed out is the increase in 
Nusselt number for the 270 Hertz vibration. Acceleration levels 
as low as 2 <y's produced appreciable increases in the heat transfer 
coefficient at this frequency. For a given acceleration level, there 
is a greater change in the Nusselt number at the resonant fre­
quency than for the 320 Hertz vibration which had previously 
produced the largest effects. The intense turbulence created 
throughout the cell at this frequency appears to be the major 
factor in increasing the heat transfer coefficient. The heat 
transfer rates recorded in the 540-572 Hertz range do not appear 
significantly different from those at 320 Hertz. There appears 
to be no uniqueness to this point insofar as the heat transfer is 
concerned. The resonant frequency of the entire test cell struc­
ture is apparently near 500-600 Hertz. 
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Fig. 9 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency approximately 270 Hertz. 
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Fig. 10 Vibration effect on free convective heat transfer in a rectangular 
enclosure. Vibration frequency approximately 540 Hertz. 
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In Fig. 11 the ratio of the Nusselt number with vibration to the 
Nusselt number with no vibration has been plotted versus fre­
quency with the enclosure acceleration ratio as a parameter. This 
figure was based on data recorded with 1.7 in. gap width at a AT 
of 45 deg prior to application of vibration. 

Correlation Equation. The data shown ill Fig. 11 indicate the 
effects of both frequency and acceleration level for a Rayleigh 
number of approximately 6.9(107) prior to application of vibra­
tion. If a curve is faired through the points in Fig. 11, it will be 
similar in shape to the response curve of a seismographic system 
(acceleromoter) to a sinusoidal velocity input (see Ambrosius [13] 
p. 311). 

After some trial and error, a prediction equation for the vibra­
tor}' Nusselt number was found which could be fit to the data 
with acceptable accuracy. 

The slope, S, in equation (3) was found to be 

Cz 

S = 
fn 

>-<£ K 
In (1 + a,) + CU. (5) 

The first term takes the vibration frequency and acceleration level 
into account while the constant C4 indicates the slope of the no 
vibration data. Letting 

fn 

V 1 - + 2X 

(0) 

equation (3) becomes 

Nil = 1.117 
Ra 

104 

CaZln(l +(71) + Ci. 

Using all data and setting /„ = 271.0, the constants in equation 
(7) were determined to be 

and 

giving Nu = 1.117 

X = 0.7327 

C3 = 0.03100 

d = 0.3042 

" Ra " 

lt> 

0.03100 Z In (1 + at) - 0.3042 

(8) 

where /„ = 271.0 and X = 0.7327 are used in calculating the 
value of Z. The value of /„ was set equal to 271.0 which is the 
average value of frequencies tested near the first resonant mode. 

The constant d which indicates the slope of the nonvibratory 
data is seen to be in good agreement with the work of previous 
investigators. The value of X and C3 giving the best fit of the 
data were determined by an iterative least squares technique. 
The constant X may be considered a damping factor in equation 
(8) since it prevents infinite response by the system when operat­
ing at the resonant mode. The particular values of X and Ca 
used in equation (8) were determined for the water-filled rec­
tangular enclosure. Equation (8) is remarkably insensitive to 
variation in X and C3 and provides a good fit of the data for signifi­
cant variation in these quantities. I t is likely that both X and 
C.3 are dependent on the properties of the contained fluid. Fur­
ther testing, with various fluids, will be necessary before this 
dependency can be determined. 

Fig. 12 presents a plot of the Nusselt number calculated from 
equation (8) versus the experimentally measured Nusselt number. 
Considering the nature of the phenomenon under investigation, 
the prediction equation is seen to give good results. The differ­
ence between the predicted and measured Nusselt number is less 
than 10 percent for approximately 90 percent of the data points. 
The average percent error for all data is 5.46 percent. 

Conclusions 
Natural convective heat transfer in a liquid-filled rectangular 

enclosure has been shown to be markedly increased at frequencies 
at or near the resonant natural frequency of the enclosed liquid 
column. Increases in the convective heat transfer coefficient of 
up to 50 percent were obtained for acceleration levels as low as 0 
ff's. 

Experimental results indicate that the parameters which are 
significant for producing an effect on heat transfer are frequency 
and acceleration rather than amplitude and average velocity. 

A correlation equation has been developed which allows pre­
diction of the effect of vibration on heat transfer in rectangular 
enclosures. This equation, based on the dynamic response of the 
liquid column to a sinusoidal velocity input, predicts the 351 data 
points with an average percent error of 5.46. Further experi­
mental investigations are recommended to determine the depen­
dency of some terms in the equation of fluid properties. 
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D I S C U S S I O N 

R.J. Schoenhals2 

The authors are to be commended for performing an investiga­
tion of considerable interest and involving complex interactions 
among system dynamics, fluid flow and heat transfer. The most 
significant features of this research appear to be the following. 

2 Professor of Mechanical Engineering, Purdue University, La­
fayette, Ind.; Presently, Visiting Professor of Engineering, Arizona 
State University, Tempe, Ariz. Mem. ASME. 

1 Almost all previous experimental investigations of vibratory 
effects on free convection heat transfer have utilized either a 
vibrated surface in a large quiescent fluid, or a stationary surface 
suspended in a fluid subjected to pulsations or acoustic vibrations. 
The present study is distinctly different, in that the fluid is en­
closed within the heat transfer surfaces, so that vibration imposed 
on these surfaces was necessarily applied to the main body of fluid 
as well. Thus, the heat transfer surfaces and the fluid were si­
multaneously subjected to the imposed vibration. 

2 Dynamic resonance has been established as the dominant 
feature associated with substantial increases in heat transfer for 
an enclosed liquid subjected to vibration. 

3 Considering the complexity of the various phenomena in­
volved, equation (8) correlates the data with fairly good accuracy. 

4 There are a number of practical applications in which con­
tainers enclosing fluids are subjected to thermal and vibratory 
environments simultaneously. The cryogenic oxidizer tank of a 
liquid fuel rocket constitutes just one example. The reported 
results should be of considerable engineering value in dealing with 
systems such as this. 

The discusser would like to raise a few questions in the hope that 
the authors will provide further clarification of the details of their 
study. These questions are grouped into three categories. 

1 The authors indicate that both visual and photographic 
observations of the fluid were obtained. In the case of the visual 
observations, was a strobe-light used? I t is the opinion of the 
discusser that detailed boundary layer observations would be 
difficult without the use of a strobe-light since attempts to focus 
on a particle or on a particular region would give rise to a blurring 
effect, particularly for the larger amplitudes. 

2 I t has been well established by various investigators that 
bubbles can be generated rapidly and easily in a vibrated liquid at 
near-resonant frequencies, even at low g-ievels. The authors 
indicate the appearance of bubbles at the top of their system only 
after prolonged vibration at the first resonant frequency when the 
acceleration level was maintained at 6 g's. Were any bubbles 
sighted at the bottom or at other locations along the fluid column 
at frequencies in the vicinity of the two resonant frequencies of 
270 and 540 Hertz? Also, what prevented the bubbles from 
forming immediately when vibration was imposed? Is it possible 
that bubble formation was partially prevented by the fact that 
the container was essentially sealed off, thus preventing the ex­
pansion required for bubble formation? Or, was the small open­
ing in the top surface of the container left open during vibration 
to allow for this expansion? In considering these aspects, it is 
significant to note that nonsinusoidal pressure variations are 
usually observed in the presence of substantial bubble volumes 
even when the imposed vibration is sinusoidal. Were the ob­
served pressure wave-forms essentially sinusoidal even under 
resonant conditions at 6 g's? 

3 I t is clear from Fig. 8 that there were resonant conditions 
at 270 and at 540 Hertz, and the resonance phenomenon appears 
to be the dominant effect in producing sizeable improvements in 
heat transfer at 270 Hertz. Can the authors conjecture as to why 
similar magnitudes of heat transfer improvement were not ob­
tained at 540 Hertz? Could it be that the mixing action of the 
bubbles were dominant at 270 Hertz and that there were few or 
no bubbles present to cause such mixing at 540 Hertz? 
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D I S C U S S I O N 

R.J. Schoenhals2 

The authors are to be commended for performing an investiga­
tion of considerable interest and involving complex interactions 
among system dynamics, fluid flow and heat transfer. The most 
significant features of this research appear to be the following. 

2 Professor of Mechanical Engineering, Purdue University, La­
fayette, Ind.; Presently, Visiting Professor of Engineering, Arizona 
State University, Tempe, Ariz. Mem. ASME. 

1 Almost all previous experimental investigations of vibratory 
effects on free convection heat transfer have utilized either a 
vibrated surface in a large quiescent fluid, or a stationary surface 
suspended in a fluid subjected to pulsations or acoustic vibrations. 
The present study is distinctly different, in that the fluid is en­
closed within the heat transfer surfaces, so that vibration imposed 
on these surfaces was necessarily applied to the main body of fluid 
as well. Thus, the heat transfer surfaces and the fluid were si­
multaneously subjected to the imposed vibration. 

2 Dynamic resonance has been established as the dominant 
feature associated with substantial increases in heat transfer for 
an enclosed liquid subjected to vibration. 

3 Considering the complexity of the various phenomena in­
volved, equation (8) correlates the data with fairly good accuracy. 

4 There are a number of practical applications in which con­
tainers enclosing fluids are subjected to thermal and vibratory 
environments simultaneously. The cryogenic oxidizer tank of a 
liquid fuel rocket constitutes just one example. The reported 
results should be of considerable engineering value in dealing with 
systems such as this. 

The discusser would like to raise a few questions in the hope that 
the authors will provide further clarification of the details of their 
study. These questions are grouped into three categories. 

1 The authors indicate that both visual and photographic 
observations of the fluid were obtained. In the case of the visual 
observations, was a strobe-light used? I t is the opinion of the 
discusser that detailed boundary layer observations would be 
difficult without the use of a strobe-light since attempts to focus 
on a particle or on a particular region would give rise to a blurring 
effect, particularly for the larger amplitudes. 

2 I t has been well established by various investigators that 
bubbles can be generated rapidly and easily in a vibrated liquid at 
near-resonant frequencies, even at low g-ievels. The authors 
indicate the appearance of bubbles at the top of their system only 
after prolonged vibration at the first resonant frequency when the 
acceleration level was maintained at 6 g's. Were any bubbles 
sighted at the bottom or at other locations along the fluid column 
at frequencies in the vicinity of the two resonant frequencies of 
270 and 540 Hertz? Also, what prevented the bubbles from 
forming immediately when vibration was imposed? Is it possible 
that bubble formation was partially prevented by the fact that 
the container was essentially sealed off, thus preventing the ex­
pansion required for bubble formation? Or, was the small open­
ing in the top surface of the container left open during vibration 
to allow for this expansion? In considering these aspects, it is 
significant to note that nonsinusoidal pressure variations are 
usually observed in the presence of substantial bubble volumes 
even when the imposed vibration is sinusoidal. Were the ob­
served pressure wave-forms essentially sinusoidal even under 
resonant conditions at 6 g's? 

3 I t is clear from Fig. 8 that there were resonant conditions 
at 270 and at 540 Hertz, and the resonance phenomenon appears 
to be the dominant effect in producing sizeable improvements in 
heat transfer at 270 Hertz. Can the authors conjecture as to why 
similar magnitudes of heat transfer improvement were not ob­
tained at 540 Hertz? Could it be that the mixing action of the 
bubbles were dominant at 270 Hertz and that there were few or 
no bubbles present to cause such mixing at 540 Hertz? 
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Authors' Closure 
The authors appreciate Professor Schoenhals' comments and 

questions concerning our work. 
A strobe light was used initially in performing both the photo­

graphic and visual observations. Preliminary indications, how­
ever, indicated that the desired results could be accomplished with 
very small amplitudes of vibration. The maximum double ampli­
tude used was one tenth of an inch and most of the work was per­
formed with the double amplitude much less than this value. The 
continued use of the strobe light was unnecessary in view of these 
small amplitudes. 

As Professor Schoenhals lias indicated bubble coalescence is dif­
ficult (if not impossible) to avoid in this type work. 

Under some conditions the bubbles appeared immediately upon 
inception of vibration. The bubbles would normalby form near the 
top of the completely filled test cell. When these conditions oc­
curred, the testing was stopped and the bubbles removed before re­
suming testing. This procedure, often repeated several times, 
proved successful in preventing subsequent formation of the bubble 

areas with the exception of nine tests. For these nine tests the 
data were recorded with the bubbles present and the points were 
used in obtaining the best fit curves. The effect of the bubbles for 
these nine cases does not appear to be pronounced, probably due to 
the fact that the bubbles generally appeared singly and were never 
larger than '/< in. in dia. The hydrostatic head imposed by the 
water-filled surgical tubing which extended upward from the test 
cell opening was also instrumental in preventing the formation of 
bubbles during the testing. The observed pressure wave-forms 
were not sinusoidal under conditions where bubble coalescence 
existed. 

The relative peak in the pressure curve in the vicinity of 540 
Hertz is attributed to the fact that the resonant frequency of the 
entire structure is near this point. Vibration amplification in the 
structure was sensed as pressure by the transducer due to its ac­
celeration sensitivity. The 540 Hertz vibration produced an ef­
fect on the heal transfer, however it was not as pronounced as the 
effect produced at the resonant mode of the fluid column near 270 
Hertz. Random vibration testing is presently being performed in 
an attempt to achieve a clearer understanding of the relationship 
between the effects at 270 and 540 Hertz. 
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Instantaneous measurement of leat 
Transfer From an Oscillating Wire in 
Free Convection1 

The instantaneous heat transfer properties are measured as a function, of lime for an 
oscillating wire (20 to 40 Hz) in still air. The wire is oscillated by thermal contrac­
tions and expansions which match the natural frequency based on wire mass and 
tension. The temperature variation results from the internal resistance heating of an 
alternating current. The wire temperature and velocity are measured as a function of 
time by photocells. This eliminates any instrumentation interference with the heat 
transfer. The results are plotted as a function of instantaneous and average Reynolds' 
number. The oscillatory heat transfer data are divided into two regimes of free and 
forced convection by the critical Reynolds number. Oscillatory heat transfer rates are 
smaller for forced convection and greater for free convection than those for steady state 
conditions recommended, by McAdams [2]'2 for the respective regimes. No significant 
difference is found in the heat transfer for oscillations in. the vertical and horizontal 
planes. Due to the time variation of the variables an. appreciable amount of emphasis 
is placed on the experimental apparatus and the recording of data. The recorded data 
is basically corrected by assuming first order linear systems. 

Introduction 

L I HE majority of the convective heat transfer anal­
yses [2, 3, 4, 5, 6, 7, 8] hitherto were concerned with steady state 
conditions. Some data for oscillatory systems though available 
are limited primariby to average heat transfer, where only the 
time average temperature is described. There are no available 
data which describe the instantaneous heat transfer from an 
oscillating wire. 

The purpose of this investigation is to gain some insight into 
the heat transfer phenomenon for an oscillating body by measur­
ing the instantaneous heat transfer from an oscillating wire. 
The oscillation is induced b>r passing an alternating current 
through a ware fixed at both ends. The expansion and contrac­
tion of the wire due to temperature variation set up the vibra­
tion when the current frequency matches the natural frequency 
of the wire. The heat transfer is determined by measuring the 
heat generation, temperature and velocity as functions of time. 
Experimental data are taken over a frequency range of 20 to 

1 Portions of this paper are based on a PhD dissertation submitted 
to the University of Alabama by the primary author [1], 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at 

the Winter Annual Meeting, Los Angeles, Calif., November 16-20, 
1969, of THE AMERICAN SOCIETY OP MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division, March 4, 
1968; revised manuscript received July 22, 1969. Paper No. 69-
WA/HT-15. 

40 Hz with a peak to peak amplitude range of zero to 1V< in. 
and with wire diameters of 0.0031 and 0.008 in. 

Survey of Work in Related Fields 
McAdams [2] gives a compilation of work done by several 

investigators for forced convection heat transfer for flow normal 
to a cylinder under steady state conditions. In the range of 
Reynolds numbers between 0.1 and 1000 he gives the expression 

N u , = 0.32 + 0.43 (Re)"-52 (1) 

Lemlich [3] measured the time average heat transfer coefficients 
for Nichrome wares of 0.0253, 0.0396, and 0.0810 in. dia, vibrating 
at frequencies from 39 to 122 Hz. Center point peak to peak 
amplitudes from 0.05.5 to 0.231 in. were used. He could find 
no significant difference in the average heat transfer for oscilla­
tions in the vertical and horizontal planes. The film coefficient 
was found to increase by as much as 400 percent over its value 
for no vibration. The wires used by Lemlich were of such large 
diameter as to be insensitive to the instantaneous variation of 
the heat transfer coefficient. Using a vibration Reynolds num­
ber given by: 

Re„ = 2AfD p/n (2) 

Lemlich correlated the ratio of average vibration heat transfer 
coefficient to the free convection coefficient as 

= 0.75 + 0.0031 
( R e J ^ G M r ) 0 - 3 3 

(Gr)»-« 
(3) 
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where h' 
different 

Anant 
average 
transfer 
pressing 
number 
tion Rey 

is the free convection coefficient at the same temperature 
e and wire diameter as for h. 
anarayanan and Ramachandran [4] studied the time 
effect of wire vibration on the forced convection heat 
in parallel flow. They correlated their results by ex-
the ratio of Nusselt number for vibration to the Nusselt 
for a stationary wire in terms of the ratio of the vibra-
nolds number to the flow Reynolds number as 

(Nu) , 

(Nu) , 
1 = 4.25 

(Re) 

L(RejJ (4) 

Deaver, Penney and Jefferson [5] oscillated a 0.007 in. dia 
platinum wire in water at frequencies from zero to 4.25 Hz and 
amplitudes up to 2.76 in. Temperature differences up to 140 F 
and Reynolds numbers up to 100 were used. They concluded 
that, in the range of their investigation, the time average heat 
transfer coefficient could be determined by considering the prob­
lem as one of flow normal to a cylinder by using a vibration 
Reynolds number. 

General Analysis. Consider a wire stretched between two end 
supports and conducting an alternating current. The heat 
generation is given by: 

Resonance will be induced in the wire if the current frequency 
sychronizes with that given by equation (7). 

Convective, radiative and conductive heat transfer work to­
gether to dissipate the generated heat, and to cause the wire to 
reach a steady oscillatory temperature. Considering the mid­
point of the wire, calculations have shown the conduction is less 
than one percent of the heat transfered. These calculations 
assumed an extreme case of a linear temperature gradient from 
the midpoint to the supports at room temperature. The heat-
generated by friction has been investigated by Lemlick, [3] 
and shown to be negligible also. With these considerations the 
convective film coefficient can be expressed in the form 

h 

dT 

cW 
+ RP - cAe(r* - T0*) 

A(T - To) 
(8) 

Q = Rlm Hud) (5) 

The periodic heat generation causes periodic temperature 
fluctuations. These changes in temperature cause correspond­
ing changes in wire length which, in turn, cause inverse changes 
in tension. The periodic fluctuations in tension under certain 
conditions induce instabilities in the wire. The position and 
velocity of a stretched wire are governed by the one dimensional 
wave equation which has as solution 

. irx 
sin — sin y(x, 6) 

The fundamental frequency of the wire is given by 

•Kd 

L 

f = ±.JEL 
2L^pAx 

(6) 

(7) 

The right-hand side of equation (8) is determined experimentally 
by measuring the temperature, current, voltage and velocity of 
the wire over one complete cycle. 

Wire temperature is the most sensitive measurement encoun­
tered in this experimental investigation. The large time tempera­
ture gradients require a fast time response of the temperature 
measuring system. The small diameter of the wire precludes 
any type of physical attachment to the ware such as a thermo­
couple. An optically sensitive silicon photoelectric cell is used 
to measure the wire temperature. This selection limits the 
minimum wire temperature to approximately 1200 F. Below 
this temperature the photocell output is not sufficiently above 
the noise level to give accurate results. 

Wire resistance, specific heat and emissivity are all functions of 
temperature. They are calibrated separately from available 
published data [6] or by experimentation. 

Experimental Equipment and Procedure 
Wire Material Selection. Chromax3 wire is used for the oscillat­

ing wire because of its mechanical properties at elevated tempera-
8 Chromax is a registered trade name of the Driver-Harris Com­

pany, manufacturer of the wire. 

-Nomenclature-
A 

Ax 

C 
C,-

D 
E 

F 
I 

Epc 

e 

F 

f 
9 

Gr 
H 

h = 

h' = 

lateral area, ft2 

cross-sectional area, ft2 

3.412 Btu/hr-wat t 
arbitrary constant, i = 1, 2, 3, . . . 
specific heat at constant pressure, 

Btu/ lbm -R 
specific heat at constant volume, 

Btu/lb,„-R 
wire diameter, ft 
photocell output voltage, mv 
photocell output voltage for 

steady state conditions, mv 
photocell output voltage, mv 
emissivity, dimensionless 
wire tension, 1 by-
oscillation frequency, Hz 
acceleration of gravity, 32.17 ft / 

sec2 

Grashof number = gD313 AT/if 
peak to peak amplitude of oscilla­

tion, ft 
convective heat transfer coeffi­

cient, Btu/hr-ft2-F 
time average convective heat 

transfer coefficient, Btu/hr-
ft2-F 

free convective heat transfer co­
efficient evaluated at the same 
wire diameter and temperature 

Hz 
I 

I,„ 

K 

k = 

L 
m 

Nu 
N u , 

Pr 

0 
Qr 

Qr 
R 

Re 

Re , = 

as for h 
symbol for cycles per sec 
electrical current, amperes 
maximum value of a sinusoidal 

current, amperes 
calibration constant for tempera­

ture photocell 
arbitrary constant, i = 1, 2, 3, . . . 
thermal conductivity, Btu/hr-

ft-F 
wire length, ft 
mass, lb,„ 
Nusselt number, hD/k 
Nusselt number based on the 

film temperature Tf 

slope of log plot for photocell 
output voltage versus wire 
temperature, dimensionless 

Prandtl number, /xcp/k 
rate of heat flow, Btu /hr 
rate of heat generation due to 

friction, B tu /h r 
rate of radiative heat flow, B tu /h r 
wire resistance, ohms 
Reynolds number based on in­

stantaneous absolute wire ve­
locity, VD p/fj. 

vibration Reynolds number based 
on V = 2 Af 

T = temperature, deg F 
Tc — time constant, hr 
Ty = film temperature defined as av­

erage between surface tempera­
ture and surrounding air tem­
perature, deg F 

To = temperature of surrounding air, 
deg F 

jj. = viscosity, lb/ft-hr 
v = kinematic viscosity, f t2 /hr 

V = velocity, ft/sec 
x = position along wire, ft 
y = transverse position of wire, ft 
a = reciprocal of time constant, 1/hr 
(3 = thermal coefficient of expansion, 

1/F 
y = angle between plane of oscillation 

and vertical, deg 
AT = temperature difference, deg F 

6 = time, hr 
X = oscillation wave length, ft 
x = 3.1415926 
p = density, lb,„/ft3 

cr = S te fan -Bo l t zmann c o n s t a n t , 
0.1714 X 10"8Btu/hr-ft2-R4 

3? = phase angle lag between wire 
temperature and current, rad 

w = angular velocity, rad/sec 
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POSITIONING RING 
HIN,OUTSIDE DIA. 

Fig, 1 Temperature measurement and osci l lat ion apparatus 

lures, relatively low cost, and large temperature coefficient of 
•lectrical resistance. 

Oscillation Generation. The oscillating wire is supported as 
-hown in Fig. 1. Electrical current is supplied by a 200 watt 
variable frequency power supply with a usable low distortion 
"n-quency range of 20 to 40k Hz. 

The best sustained oscillations exist when one solid end sup-
nii't is replaced by a spring which allows two degrees of free-
lorn. A number 20 gauge stranded, plastic insulated copper 
.vire functions satisfactorily as support spring in the frequenc3r 

ange of 25 to 40 Hz when using a number 40 gauge oscillating 
,vire. The support spring as shown in Fig. 1 serves as both 
I'I end support and a current conductor. When the spring is 
I'.sitioned perpendicular to the oscillating wire the oscillations 
hen occur in the plane containing both the support spring and 
he oscillating wire. 
Temperature Measurement. The wire temperature is measured 

i.ith a calibrated silicon photoelectric cell. The cell is posi-
;nned to view the wire from a direction normal to the plane of 
• filiation as shown in Fig. 1. The positioning ring makes it 
(ossible to keep the distance from the photocell to the wire con-
'iint for any plane of oscillation. 

The slope of the photocell output as a function of wire tem-
icrature is measured with the photocell viewing a large Chromax 
•onductor, the temperature of which can be measured with a 

t -

a. 
t-

O 

,u. •+-H—l- t -H-M-M- 1——I 1 

2 0 0 0 3000 4 0 0 0 

WIRE T E M P E R A T U R E , R 

fine thermocouole. This makes the thermocouple mass and 
surface area small compared to wire properties and minimizes 
the effect of tire thermocouple on wire temperature. Fig. 2 
shows the curve of photocell output versus wire temperature for 
the large Chromax conductor. The slope n of this curve is 
assumed to be the same as that for the oscillation wires. The 
temperature is given by the equation 

T = K(E„cyi" (9) 

The constant A" is calibrated for each individual wire before and 
after each oscillation data run by measuring the photocell output 
and wire temperature with the wire heated by a d-c current. 
This technique was checked by using an optical pyrometer and 
was found to be correct to within the accuracy of the pyrometer. 

Photocell Time Response. Silicon photocells have a fast response 
to changes in light intensity. This characteristic makes them 
suitable for measuring the rapidly changing wire temperature. 
Just as any other measuring system, the recorded photocell 
output, E, will lag behind the actual photocell output, Ef, by 
an amount (Ef — E), I t is assumed that the photocell-ampli­
fier-galvanometer system is a first, order system. This assump­
tion is supported by the characteristics of the recorded data. 
The magnitude of the error is dependent (equation (10)) on the 
rate of change of the temperature and on the time constant of the 
photocell system. 

The time constant of the system, Tc, is determined experi­
mentally by exposing the photocell to a step change in light 
intensity of magnitude and duration time sufficient to produce 
a recorded steady state output of Ef. The duration time is then 
reduced while keeping the intensity constant. 

With sufficient reduction in duration time the photocell 
output is significantly reduced by its inadequate response. 
Letting E be the photocell output at any time 0, the photocell 
system output can be described by 

dE 
(10) 

where Ef is the height of the step change in the input and E is 
the output, at time 6. Equation (10) has the solution 

E (E, - Ef)exp(-8/0c) + Ey (11) 

where E( is the initial value of the system output. Equation 
(11) can be solved for the time constant corresponding to E{ — 0, 

-e 
ln(l - E/Ef) 

(12) 

Experimentally imposing a step change in light intensity input 
of magnitude Ef and duration time Q, one obtains from equation 
(12) the time constant as a function of the output amplitude, 
E. Fig, 3 shows how a step change in light intensity is generated 

PHOTOCELL 

F ig . 2 Photocel l output versus w i re temperature 
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Fig. 4 Tracings of photocell output from lime respone test 

by passing a narrow light beam through a rotating disc located 
in front of the photocell. A narrow light beam and a relatively 
long slit are used to make the photocell rise time negligible com­
pared to the on-time. Part A of Fig. 4 shows the form of the 
photocell output with the disc being rotated at low speeds. The 
ratio of on-time to the period of rotation is the same for the low 
speed and high speed, that is, 

V. = 0J* (13) 

where 

/ i = frequency of low speed rotation 
fh = frequency of high speed rotation 
Si = on-time at low speed 
6h = on-time at high speed 

The term ft/i is measured at low speed. The disk is then rotated 
at high speed and the photocell output recorded. Par t B of 
Fig. 4 shows the form of this photocell output. The frequency, 
fh, and magnitude of photocell output, E, are measured from the 
oscillograph recording. 

The length of time that the photocell is exposed to the light 
beam at high speed is denoted d, and is given by equation (13) as, 

Jh 

Using the foregoing expression for 6, equation (12) gives 

/A 
/„ hi (1 - E/E.) 

(14) 

(15) 

Low speeds from 125 to 250 rpm and high speeds from 2400 to 
6000 rpm have been used. The light intensity, Ef, is held in 
the same range as is the photocell output for temperature 
recordings. 

A value of 0.572 X 10~3 sec has been measured for the time 
constant for the photocell system for a positive step change in 
light intensity. The possibility of a change in the time constant 
for a negative step change in light intensity has been investigated, 
with no significant difference being measured. 

The recorded temperature data is then corrected to account 
for the photocell system lag. This is done by computing the 
rate of change of photocell output with respect to time and using 
it in equation (10), giving; 

Er 
dE 

d8 + E (16) 

where E is the recorded voltage and Ec its corrected value. 
The data correction is made in the computer program used for 

data reduction. The derivative, dE/dd, is computed by using a 
second order curve to fit three consecutive data points. 

Current Galvanometer Time Response. The recorded output, I, 
of the overly damped galvanometer used to record the sinusoidal 
wire current can be approximated by the first order differential 
equation 

eld 
+ I = Ki sin old (17) 

where Tc is the effective galvanometer time constant. 
This time constant is measured experimentally by comparing 

its recorded output to that of a high-frequency galvanometer 
(Honeywell M-3300) while they simultaneously record an a-c 
voltage at various frequencies. A value of 0.6452 X 10~~3 see 
results for the current galvanometer time constant. 

Error Caused by a Change in Photocell Temperature. The effect of 
temperature on the photocell output at different light intensities 
has been measured. The output for nine light intensity levels 
was measured for cell temperatures ranging from 85 to 158 F. 
In the temperature range used for data recording the normalized 
data are well represented by the straight line 

E(T)/E(70) = 1 -
T - 70 

153 - 70 
(18) 

Photocell tf niperature is recorded during each data run. The 
cell output is corrected for photocell temperature by the above 
equation. 

Velocity Measurement. Wire velocity is determined through the 
use of a silicon photocell with a response similar to that used for 
the temperature measurement by measuring the time required 
for the wire to travel between equally spaced openings. 

Spacers are mounted in front of the photocell in such a manner 
that it views the wire intermittently. As the wire oscillates 
between extreme positions the photocell views it only during the 
time it is opposite an opening. The ratio of the distance be­
tween openings to the amplitude of wire displacement is approxi­
mately 0.066 to 1.0. Average velocity of the wire between two 
openings is determined by dividing the distance between two 
consecutive openings by the time required for the wire to travel 
between two such openings. The latter is determined by mea­
suring the time between the two corresponding consecutive 
maxima on the oscillograph recording. 

The velocity data are read to within ±0.004 in. accuracy or 
approximately ± 5 . 2 X 10~6 sec. This is less than four percent 
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iif the shortest time between two peaks on the recorder printout. 
The random nature of reading error results in little net effect on 
the velocity curve. 

The time marker of the recorder has been calibrated against 
(lie 600 Hz signal broadcast of the National Bureau of Standards 
uver radio station WWV. The timer is accurate to within 0.5 
percent. This corresponds to a possible 4 percent error in 
velocity. 

The largest possible error exists in the range of the highest 
velocity where the error may be as large as 8 percent. 

Electrical Resistance Verification. The electrical resistance of 
Uhromax wire increases with increasing temperature. A verifi­
cation of the resistance curve is made by measuring the wire 
resistance as a function of temperature. This is done by posi­
tioning three number 40 gauge Chromax wires inside an elec­
trically heated furnace. Two number 20 gauge chromel-alumel 
thermocouples are placed at different positions near the Chromax 
wires to measure the furnace temperature, which is controlled 
by a variable transformer in the furnace input power line. 

Heat Radiation. The radiation heat transfer is determined 
by measuring the heat dissipation from a d-c heated wire 
in a vacuum chamber where the low pressure renders the con­
nective heat transfer negligible compared to the radiation. 
Pressures in the neighborhood of 3 X 10~5 mm hg and five 
number 32 gauge Chromax wires with approximate lengths of 
1.4 ft are used in this test. 

Wire temperature is computed from the wire resistance 
through the use of the relative resistance versus temperature 
curve. Room temperature resistance is measured by passing a 
small current through each wire and measuring the voltage drop 
across the wire. 

Wire emissivity is computed from the equation 

e = CEr/aA(T* - 7V) (19) 

Heat conduction to the end supports has been investigated and 
found to be negligible compared to the radiation. 

Specific Heat. The specific heat at constant volume, c„, of most 
pure metals and compounds increases with temperature from 
zero at zero degrees Kelvin to approximately 6 cal/mole-K at 
higher temperatures. The specific heat at constant pressure, 
'•/, however, continues to increase with temperature [7]. 

Tabulated data for the specific heat at constant pressure for 
Chromax wire are not available. The specific heat for the solid 
solution can be approximated by using the sum of the products of 
the mole fractions of each constituent and its respective specific 
heat [8]. Chromax has a composition of 35 percent Ni, 20 per­
cent Cr, and 45 percent Fe. Using the respective specific heats 
of nickel, chromium, and iron [6], the specific heat of Chromax 
wire based on mole fraction is; 

cp = 0.0852 + 4.289 X IQ--T Btu/ lb-B (20) 

for 536 < T < 1860 R 

and 

rp = 0.144 + 1.099 X 10-57' - 1.09 X 1037'-2 Btu/lb-/? (21) 

for 1860 < T < 2122 R 

The foregoing equations are used in their respective temperature 
ranges to calculate the specific heats for the experimental data. 

Experimental Results 
Five data runs of oscillatory heat transfer data were recorded 

including two runs for oscillations in the vertical plane and three 
for oscillations in the horizontal plane. The data are presented 
in graphical form and compared with the steady state standards. 
The steady state forced convection reference curves have been 
verified with the large temperature differences for the same size 
wire by Faircloth and Schaetzle [9]. 

The data for run three are plotted as a function of time in 
Fig. 5. Fig. 6 shows the data plotted as Nusselt number versus 

Reynolds number based on the absolute value of the instanta­
neous velocity. Data runs one, two, and three show si trend of 
departure from free to forced convection heat transfer at the 
critical Reynolds number. The data for runs four and five 
(for the larger, number 32 wire) lie below the critical Reynolds 
number and thus show little dependence on Reynolds number. 

The critical Reynolds number for these data is approximately 
1.3. The curve drawn through the data is given by, 

Nu = 0.76 for Re < 1.3 (22) 

Nu = 0.7(Re)°-291 for Re > 1.3 (23) 

This results in a standard deviation of 0.130. 
The data for the vertical plane oscillations, (runs one and 

three) show higher Nusselt numbers for negative velocity data 
points than for the positive velocity data points at approximately 
the same Reynolds number (Fig. 5). This can be explained 
through an anabysis of the free convective air currents surround­
ing the plane of oscillation. 

The heat dissipated by the wire executing vertical oscillations 
tends to increase the temperature of a volume of air in the 
vicinity of the path of oscillation. This heated volume of air 
is forced upward by the buoyancy effect of the cooler surrounding 
air and thus superimposes a free convection velocity onto the 
sinusoidal wire velocity. The magnitude of the free convection 
velocity cannot be measured directly but can be approximated 
from the vertical oscillation data. 

An approximation of the magnitude of the free convection ve­
locity can be obtained by considering two points in the forced 
convection region (of runs one or three) which have velocities of 
opposite sign at approximately equal Nusselt numbers. The 
free convection velocity has a magnitude approximately equal 
to half the difference of the absolute values of the velocities of 
these two data points. 

Fig. 7 shows a plot of the data of runs one through five with 
the vertical oscillation data of runs one and three adjusted for 
free convection. The critical Reynolds number for these data 
is approximately 1.4. The equations of the curves through these 
data points are 

Nu = 0.74 for Re < 1.4 (24) 

Nu = 0.66 (Re)"-312 for Re > 1.4 (25) 

The standard deviation from these curves is 0.122. 
The free convective volume flow rate for the air heated by the 

wire is similar for vertical or horizontal oscillations for the same 
rate of heat dissipation. Therefore, the free convective velocity 
is inversely proportional to the horizontal flow area. The flow 
area is appreciably greater for horizontal oscillations than for 
vertical oscillations. This reduces the magnitude of the free 
convection velocity for horizontal oscillations well below the 
value for vertical oscillations. The total velocity for horizontal 
oscillations is also less affected by the free convection velocity 
because it is at right angles to the wire velocity. As a result of 
the above considerations no adjustment was made for the possible 
free convection air current for oscillations in the horizontal 
plane. 

Conclusions 
A procedure has been presented for an experimental investiga­

tion of oscillatory heat transfer. The following conclusions can 
be drawn from the experimental data obtained: 

1 The existence of a critical Reynolds number is clearly evi­
dent which divides the heat transfer rates into free and forced 
convections. 

2 Using the average of the oscillation heat transfer rates and 
Reynolds number from the data for runs one, two, and three, the 
average heat transfer rate with the wire oscillating is approxi­
mately 20 percent less than the rate recommended for steady 
state forced convection by McAdams [2]. 

3 There were no significant differences noted in the average 
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neat transfer rates foi oscillations in the vertical or horizontal 
planes. 

4 Above the critical Reynolds number the instantaneous 
iieat transfer data t when [(lotted as Xusselt number versus Reyn­
olds number) have approximately the same slope as those for 
-teady state forced convert inn. 

."> Below the critical Reynolds number the data exhibit, the 
dominance of free convection which is approximately l1/i times 
' he steady state free convection rates. 
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D I S C U S S I O N 

C.T.Carley4 

The authors should be congratulated upon using a novel experi­
mental technique to attack an old problem. Two comments 
seem appropriate at this point. 

The authors failed to site completely the literature available 
concerning the effect of vibration on heat transfer from cylinders. 
In particular, the work by Mabuchi and Tanaka.5 This work 
describes a rather extensive investigation of the phenomena under 
discussion and lists four other references which are highly per-
•ineut to (lie subject but which are not listed by the authors. 
The work by Mabuchi and Tanaka is evidently quite complete 
and includes the range.- of variables used by the authors. 

It would have been instructive had the authors compared their 
data to those of other investigators. The Nusselt number pre­
dictions by the authors fall generally below those of other in­
vestigators. There is some question about the validity of equa­
tion (f>). This equation apparently resulted from the solution of 
the one-dimensional wave ('([nation under the assumption of con­
stant tension in the wire. Since the wire in this study depended 
upon a variable tension in order to produce vibration, one won­
ders about the validity of equation (G). 

There are so many editorial errors in the paper that a clear in­
terpretation is prohibited. Some of these are listed in the follow­
ing paragraphs. 

The first sentence of the text indicates that references [2-8] 
inclusive are concerned with convective heat, transfer analyses. 

" Professor and Head, Mechanical Engineering Department, 
Mississippi State University, State College, Miss. 

5 Mabuchi, I., and Tanaka, T., "Experimental Study on Effect of 
Vibration on Natural Convective Heat Transfer From a Horizontal 
Fine Wire," Bulletin of the Japan Society of Mechanical Engineers, 
Vol. X, No. 41, 1967, pp. 808-816. 

This is obviously in error since references [6—8] have nothing to 
do with convective heat transfer. 

liquation (2) is in error. The symbol A represents lateral area 
and should not appear in this equation. In its place should 
appear the symbol II which is the amplitude of oscillation. This 
same error appears in the definition of vibration Reynolds num­
ber in the nomenclature. 

The symbol l ie/ is not defined in the Nomenclature. 
Equations (6) and (7) are both incorrect. The g appearing in 

both, as well as in the Nomenclature, should be gc, the gravita­
tional constant. 

In equation (10), the symbol Es is given three different defi­
nitions. In one case it is called "the actual photocell output." 
In another case it is called "a recorded steady state output" 
and finally in another case it is called "the height of the step 
change iu the input." I t seems clear that the symbol cannot 
represent all three parameters. 

Above equation (10), the symbol Tc is used as defined in the 
nomenclature as the time constant in hours. Subsequently in 
equations (11), (12), (to), (16), and (17) the symbol 6C is ap­
parently used to represent, the time constant and this symbol is 
not defined in the Nomenclature. 

The symbol Kt used in equation (17) is not defined either in the 
text or in the Nomenclature. 

Immediately under equation (17) the symbol T,. is again in­
correctly used to represent the time constant. 

Equation (19) contains the symbol E which is evidently in­
tended to represent the voltage drop across a wire. However, 
this symbol has already been defined in the nomenclature to 
represent the photocell output voltage. 

The symbol T used in equations (20) and (21) apparently 
represents the absolute temperature in deg Rankine. How­
ever, this symbol was defined in the nomenclature as the tem­
perature in degrees Fahrenheit. This same symbol is used for the 
radiative heat, transfer term in equation (8) and again must be 
in absolute deg. 

Equation (8) contains an assumption with respect to the 
radiative heat transfer from the wire. This assumption is im­
plicit iu the form of the term representing the radiative transfer 
and is as follows. The entire surroundings for the wire must be 
at the temperature To which is given as the temperature of the 
surrounding air. If the wire may "see" any surface not at the 
temperature T0 then the term given for the radiative transfer from 
the wire is incorrect. This factor is significant when experi­
mentally determining the radiative loss as was done in this paper 
since the environment of the wire used to experimentally deter­
mine the radiative heat transfer is significantly different from 
the environment of the wire used during the tests. 

R, Lemlich6 

The authors are to be congratulated on their clever experi­
mental approach to the problem of generating the vibrations and 
measuring their instantaneous effects. However, several ques­
tions come to mind. 

Compared to say platinum or nickel, the resistance of Chromax 
wire does not vary much with temperature. Therefore, deter­
mination of its temperature from resistance measurements would 
seem to be imprecise. This lack of precision would then affect the 
evaluation of emissivity, which in turn would affect the accuracy 
of h. Similarly, any differences in surface characteristics 
(oxidation, etc.) between the wire heated in vacuum for the 
emissivity measurement, and the wire heated in air for the vibra­
tion runs proper, would also affect, the emissivity and hence affect 
h. At the relatively high temperatures employed, the radiative 
contribution to heat dissipation from the vibrating wire is very 
considerable. In view of the subtractive form of the numerator 

'> Professor of Chemical Engineering, University of Cincinnati, 
Ohio. 
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in equation (8), the resulting error in /(. could be greatly magni­
fied. Perhaps the authors would comment on the error propaga­
tion. 

Doubtlessly, the authors conducted some control runs without 
any vibration. It would be informative if the authors could say 
how well such results compare with well-known correlations for 
free convection such as that of McAdams. In similar vein, it 
would be of interest to see the authors quantitatively compare 
their time-averaged results with vibration against those of pre­
vious investigators. 

Finally, for vertical oscillation, the authors explain the differ­
ence in Nusselt: numbers for positive versus negative velocity as 
being due to the superimposed free wmvective velocity. But this 
does not explain the difference in the Nusselt number troughs of 
Fig. 5, since such troughs correspond to nearly zero wire velocity. 
Therefore, it would seem that location (and temperature) also play 
a part, perhaps as follows: As the wire oscillates up, it moves 
"into" the heated volume of rising air. The local surrounding 
temperature is then higher than it is when the wire's downward 
motion tends to make the wire pass out through the bottom of the 
rising air into a locally cooler environment. This difference in 
local surrounding temperature affects the heat dissipation, making 
for an apparently higher Nusselt number when the vibrating 
wire is at its lowest position, and an apparently lower Nusselt 
number when the wire is at its highest position. At least this is 
the way the troughs compare in Fig. 5. Perhaps the authors 
would care to comment on this. 

Authors' Closure 
The authors wish to (hank Dr. Carley and Dr. Lemlich for 

their comments. The additional reference presented by Dr. 
Carley is appreciated and may be helpful to persons interested 
in this area. 

Equation (6), (which is correct except that it should have the 
quantity (Fg/pAx) raised to the '/a power), is the solution of the 

one-dimensional wave equation under the assumption of constant 
tension. I t is clear from the sinusoidal velocity curve of Fig. 5, 
that the assumption of constant tension is well founded for first 
order approximations. This is explained physically in that the 
tension consists of two components, the time average component 
and an oscillatory component. The average component is large 
compared to the oscillatory component. An order of magnitude 
approximation can be made of this by considering the average and 
oscillatory displacements of the wire support spring. The 
average displacment was approximately one inch while the oscilla­
tory displacement was less than 0.05 in. which would indicate a 
ratio of 20:1 in the respective tension components. 

An apology is expressed here to the reader for the nomenclature 
errors in the paper. 

The implicit assumption in equation (8) with regard to the 
radiation environmental temperature being constant at T0 is well 
founded. Because the wire was operating at a temperature in 
the range of 1500 deg F, the effect of any small variations in the 
ambient temperature, (even variations as large as 100 degF) , on 
the wire radiation are completely negligible. 

The electrical resistance of Chromax wire increases approxi­
mately 22 percent in going from room temperature to 1600 deg F. 
The wire resistance was measured to an accuracy of 0.1 percent 
which yields the wire temperature and emissivity to within 
5 deg F and 0.01, respectively. This variation of 0.01 in the emis­
sivity causes an error on the order of less than one percent in the 
convective coefficient and is therefore negligible. 

The authors conducted no control runs without vibration. 
With regard to the difference in the Nusselt number troughs, 

there is nothing in the data which woidd indicate that the differ­
ence in the surrounding air temperature at the top and bottom dis­
placement location would affect the heat dissipation in any way. 
The heat dissipation is dependent on the sinusoidal current, and 
the wire resistance. The resistance is dependent on the wire tem­
perature which, as shown in Fig. 5, has the same minimum value 
just prior to each of the Nusselt number troughs. 
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Electron Heat Transfer in a 
Quiescent Nonepilibrium Plasma 

An asymptotic solution has been obtained for the electron heat transfer to a spherical 
body immersed, in a iveakly ionized, quiescent plasma. Dimensional analysis of the 
governing equations shows that the problem can be divided into two regions: charge-
separated and (quasi-neutral. For the charge-separated, region, the equations must be 
solved numerically, whereas the quasi-neutral solution can be expressed in closed form. 
From these studies it ivas found that the extent of the charge-separated region, (i.e, 
sheath) is of the order of A2//'. Within the sheath the effects of ionization and re­
combination are of the order of A4/3. The results include the variation of electron-
flux, electron heat transfer, and current as a function of body potential. 

The results are presented in a form to permit the easy determination of the electron 
heat transfer to a body immersed in a quiescent, weakly ionized plasma over a wide range 
of operating conditions. Furthermore, the electrical characteristics presented here can 
be used in conjunction tvith electron heating data to treat the body as a probe for diag­
nostic purposes. 

introduction 

I HE present study examines the electron heat trans­
fer to a spherical body immersed in a weakly ionized quiescent 
gas. Because of the relationship between electron and ion flux, 
data will also be supplied on the electrical characteristics of the 
body. The heat transfer to the body surface due to the motion 
of electrons consists of conduction due to electron temperature 
gradients at the surface and the flux of electrons, which after 
hitting the solid surface, recombine and thereby release their 
thermal as well as ionization energy. Thus the latter mode is of 
considerably greater influence. For this reason, this stuch' will 
neglect the former and consider only heating due to electron flux. 

Contributed by the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
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Chemical reactions in the form of ionization and recombination 
will also be included. 

From a dimensional analysis of the governing equations four 
characteristic lengths appear. They are: 

Debye length 
Electron-neutral particle mean free path 
Body radius 
Recombination length1 

RD 
X 

1+ 

(The last quantity is defined as the distance that a charged par­
ticle travels by diffusion before it recombines.) Depending on 
the relative magnitudes of these four quantities, the problems 
can be quite distinct in their structure and require different meth-

1 In previous works (references [4, 7,8]) this quantity was re­
ferred to as the diffusion length. 

•Nomenclature-

£>+ = 

E 
F 
I 

ion, electron diffusion coeffi­
cient 

charge of electron 
electric field 
nondimensional electric field 
nondimensional current 

= J- - 0J+ 
normalized ion, electron flux, 

defined by equations (22), 
(23) 

Kion 

L 

A., 

= ionization rate constant 
= recombination rate constant 
= r e c o m b i n a t i o n l e n g t h = 

= mass of particle 
= ion, electron number density 
= normalized number density 
= electron heat transfer rate 
= heat transfer due to neutral 

gas 

Qe = normalized electron heat trans-
qJ-D-^N. -,/h 

R. 

fer rate 
= probe radius 
= Debye length 

=" (eofcr^/eW-oo)'/' 
T± = ion, electron temperature 

S(d, T) = potential difference across 
sheath, equation (44) 

Vp = potential at the surface 
ya, — potential at infinity 
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ods of attack, 
considered: 

For the present study, (he following situation was 

X R, :< L 
Under the foregoing conditions, it is possible to divide the 

problem into two regions, the quasi-neutral region and the 
charge-separated region. Division of the total problem in this 
manner allows separate solutions for each region with the com­
plete solution obtained by joining the individual ones. In the 
charge-separated region, the governing equations are non-linear 
and must be solved numerically. When the solutions are ob­
tained in this manner, it becomes clear that the results are de­
pendent on the following nondimensional parameters: 

Ratio of Debye length to recombination length (A) 
Ratio of probe radius to recombination length (/•//+) 
Ratio of ion to electron diffusion coefficient (J3) 
Ratio of electron temperature to ion temperature (r) 

Su and Lam [ l ] 2 developed a continuum theory for a spherical 
electrostatic probe for the case where the ratio of the mean free 
path, X, to the body radius, rp, was much less than one. The 
theory considered a high density, weakly ionized, quiescent gas 
with no recombination or ionization. In the examination of a 
probe in a plasma, the boundary conditions at the probe surface 
greatly affect not only the numerical answers, but also the struc­
ture of the entire problem. Su and Lam assumed that the probe 
was at a negative potential, and also that at the probe surface the 
charged particle number density was zero. This latter condition 
is equivalent to taking the limit of the mean free path equal to 
zero. 

Cohen [2] presented an asymptotic theory for a spherical probe 
under much the same situation as Su and Lam; however, he ex­
amines the case of moderate positive and negative probe poten­
tials. An asymptotic solution is obtained by use of the natural 
ordering of the governing equations. The system of differential 
equations is reduced to a single equation. This equation is then 
transformed, using the technique of maximum balancing, so that 
the maximum number of terms is retained. The overall solution 
is accurate to a term of the order of (Itj)/rp)*/*. The present 
authors make use of the tabulated results of Cohen [2] and [3] be­
cause within the sheath the same governing equations appear, 
using a slightly different parameter. 

The most significant contribution of the work of Su, Lam, and 
Cohen is that by making use of controlling length parameters, 
these authors have shown the natural ordering of the probe 
problem. The technique of maximum balancing employed by 
Cohen results in a differential equation which describes a large 
class of sheath problems. Although the resulting equation is 
extremely difficult to integrate by solving in normalized form, the 
results have universal application. In this work, the governing 
parameters met the following conditions: 

X « RD « r„ 

and 

A/tfx 

Whitman and Yeh [4] have taken a somewhat- different ap­
proach. These authors consider the problem of a probe in a 
weakly ionized, quiescent gas, but with the condition that a free 
fall region exists near the surface. While passing through this 
free fall region, (lie charged particles experience no collisions and 
are only under (he influence of the probe potential. The bound­
ary condition at the probe surface then consists of a balance of 
particle flux between the free fall region and the continuum re­
gion. In addition, the analysis considered recombination and 
ionization. A recombination length /+, is defined which is equal 
to the distance a particle diffuses before recombining. The 
analysis is then conducted for the condition where l+/rp is less 
than one. This assumption allows the elimination of curvature 
considerations. Since in most cases of interest RD < /+, the 
governing equations can be expanded, using a perturbation 
analysis. The resulting perturbation solution [4] is uniformly 
valid if RD < X. In this way, a theory is obtained which is ex­
pressible in analytic form. This is the power of this approach 
because an analytic solution can be of great use in diagnostic 
work. 

McKee and Mitehner [f>] attack a similar problem, except they 
consider the case where l+/rp » 1. In this case, curvature must 
be considered. The resulting equations are solved by use of 
Green's functions and numerical integration. In reference [5], 
no region of charge separation is considered, which is valid as 
shown in [6], provided RD « X. 

Analysis 
Basic Equations. In a quiescent plasma, the electron heat trans­

fer to a body immersed in a plasma is given by: 

<U = (r_c,7'_ + T,H)-n (D 

where 

F _ = electron flux 
F + = ion flux 

n = unit normal to the surface 
c\T— = total thermal energy per electron 

/ / = ionization energy per electron 

To determine the electron flux, the species conservation equa­
tion must be solved. Equation (2) presents the ion (subscript 
+ ) and electron (subscript —) conservation equation for a 
steady, slightly ionized plasma. 

where 

V - T ± = -KrmX+i\J + KimN-A\ 

I \ = -D±N„d± 

'A ' + \ A+eE 

(2) 

d + = V 
A„ Ai '7 \ 

2 Numbers in brackets designate References at end of paper. 

In the foregoing equations, the subscript "g" refers to the total 
gas. The right-hand side of equation (2), representing the forma­
tion of charged particles due to collisions, is based on the assump-

-Nomenelature-

= distance normal to wall 
= {2(1 + (ST)/(\ 4 - r ) ) 1 / ' 

= DJD. 

- ( , / _ - J+) 

(J+ + T,IJ) 

= ion, electron particle flux 
= electron-neutral particle mean 

free path 

ratio of Debye length to re­
combination length 

normalized potential 

(1 - /?)/(l + j8r) 

T = TJT+ 
k = v/L 

Subscripts 

+ = ion 
— = electron 
g = neutral gas 

°= = equilibrium condition 
p = probe condition 
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lion that the recombination process is predominantly controlled 
by three-body impact, i.e., 

.4 + + e + c ;— A + c 

This is the case for a seeded noble gas at the temperatures of in­
terest here. 

In addition to equation (2), the charged particles are also 
governed by the Poisson's equation: 

V-E = - (N. 
to 

Ar_) (3) 

Equations (2) and (3) plus suitable boundary conditions pro­
vide the complete description of the ionized particle distribution, 

The assumption of slight, ionization permits the decoupling of 
the neutral particles from the charged particle. In addition, the 
present study assumed constant values for the neutral gas den­
sity, the electron temperature, the diffusion coefficient and the 
rate constants for recombination and ionization. The assump­
tion of constant electron temperature is perhaps the least de­
fensible restriction; however, it was made to eliminate the neces­
sity of introducing the electron energy equation. Although it is 
known that the recombination rate is very sensitive to the elec­
tron temperature, these assumptions are nevertheless made in 
order to simplify the problem to an acceptable level such that the 
impact of a number of significant parameters can be clearly de­
lineated. For instance, we have calculated for values of A be­
tween 0.001 to 0.1, corresponding to a range of two orders of mag­
nitude of the recombination rate, other things being equal. 

To solve equations (2) and (3), the first step is to transform the 
equations to nondimensional form using the following variables: 

Ar
3 

T. 
V = rBV 

v = A:ionA'„„ /..,. = (D+/v)'/°-

In terms of these variables, the ion equation becomes: 

L.V- -
' \7-{V«+ + n+TV4>\ = «-('"-«+ - 1) (4) 

As mentioned earlier, the present study will consider the physical 
sit nation in which 

X « RD « / + « ?•„ 

Since l+/rp « 1, the effect of body curvature in the vicinity of the 
surface can be neglected (McAssey [7]) so that equation (4) can 
be written: 

d I dn+ d<f> 
1+ y \ -r- + n+T — 

cty \ dy ay 
n_(n_ra+ — 1) (5) 

where y is the distance normal to the surface measured from the 
surface such that r = rp -4- y. This equation can be transformed 
by adopting the nondimensional distance £ = y/l+ yielding: 

d (dn+ d<j>\ 
- - + B + r - - B _ ( B J M 1) (0) 

In the same manner, the electron conservation equation and 
Poisson's equation become: 

d_ jd»_ 
dk \~di 

d<j> 

d^ 

A 2 — r - = (II 

d¥ 

/3n_( « J I + - 1) (7) 

. - n+) (8) 

wher 

Far from the surface (£ » 1) the ion and electron densities ap­
proach their equilibrium values and the equation for the potential 
is reduced to LaPlace's equation V'*<f> = 0. 

Boundary Condiiions. To complete the formulation of the prob­
lem, appropriate boundary conditions must be determined. For 
the ionized species, two types of conditions are possible at the 
body surface: 

1 free fall sheath 
2 zero number density for each species (collision dominated). 

Since the present problem considers the situation in which 
X « RD, the collision dominated condition will be used. This is 
equivalent to taking the limit in which X goes to zero (references 
[7] and [S]). In addition to specifying the number density at the 
surface, the potential at the surface, <f>p, is also specified. 

At infinity, the boundary conditions are: 

1 the number density is equal to the equilibrium value, 

N+ = A?_ = Ar_„ 

2 the potential is equal to some specified free stream value, 

In summary, the boundary conditions for the present study are: 

£ = 0 n+ = n_ = 0 

n+ = n~ = i 
(9) 

Equations (5) through (9) therefore represent the complete state­
ment of the problem under the present assumptions. 

Quasi-Neutral Region. For the conditions considered in this 
paper A « 1, it is possible to carry out a perturbation expansion 
of equations (5), (6), and (7) using the following expansion: 

n+ = m -4- T A 2 « I + • . •) 

« _ = no — A2/?.] -\- . . . / 

F = F,s + A 'F, + . . . ) 

(10) 

whert 

F = —dfyldi, 

Applying the foregoing expansion to equations (5) through (7) 
yields equations (11), (12), and (13), the zeroth order equations. 

dM0 

d(n«Fi 

di 

dF« 

a' 

2 

)) 

= 

«o('«o2 

= ~Y 

-

dhh 

1{2 

(1 + r)n; 

1) (11) 

(12) 

(13) 

Whitman [0] has shown that the integrals of (11) and (12) are: 

driij dc 

~dl = "2° 
A^i - 1 

-1.) (H) 

A = HD/l+ 

Fa, 7 dru> 
I'D — — . 

w0 «o dt 

where 

F„ = field at £ = °o 
Ai = constant of integration 

The boundary conditions for the above equations are: 
£ = CO 

(1.-1) 

(16) 
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i = o 

n0 = 1 
n, = 0 

F„ = F\ 

n0 = 0 

Since c = d, balancing equation (18) will automatically balance 
equation (19). In order to balance the left-hand side of equation 
(18), the exponents of A must be equal. 

— c + 2a = — 6 — c + a 

a = — 6 

To satisfy the condition at £ = 0 Therefore, 

Equation (15) becomes 

A, = 1 

cs« - 1 

* + 1 
(17) 

Equations (14), (16), and (17) represent the quasi-neutral solu­
tion for the quiescent plasma. From equation (16), it is ap­
parent that the present solution is singular at £ = 0. This 
singularity is due to the elimination of the highest order deriva­
tive in equation (8) by the perturbation analysis. In addition, 
it can be shown that as * —* 0, «0 varies as £ and therefore equa­
tion (13) shows that rii will be proportional to l /£2 . This means 
that near the surface a region of significant charge separation is 
present and quasi-neutrality is no longer valid. 

Charge-Separated Region. In the charge-separated or sheath re­
gion, the complete set of governing equations must be solved 
(i.e., equations (5), (6), and (7)). 

These equations represent a set of coupled nonlinear ordinary 
differential equations. Numerical solution of these equations in 
the above form is extremely difficult because slight variation in 
starting conditions 3'ields widely divergent results. However, 
the procedure can be significantly simplified by seeking an asymp­
totic solution as (RD/l+) —>• 0 and making the following assump­
tions: 

1 n+, n- are bounded above 
2 the sheath is thin 
3 the normalized flux to the wall is finite 

Let us now transform the variables in the following manner: 

8 = A»£ 

F = A"F 

il+ = Acn+ 

?I_ = \dn-

The choice of the constants a, b, c, and d is made so that the 
maximum number of terms in the governing equations are re­
tained consistent with assumptions (1), (2), and (3). 

Transforming equations (5), (6), and (7), the following results: 

A - c + 2 a
 cjJl± _ r A-6-c+« C-L (pfl ) = A-cnJn+n_A-°-<' - 1) 

ds2 ds T F 

(18) 

A - * « < • — + A~b-<•+<• '- (Fn-) = /3A-'=n_(«+»x_A-";-rf - 1) 
ds2 ds 

(IF 

"ds 
(A~cn+ — A~rfn_) 

(19) 

(20) 

Under the governing assumptions, the following observations 
can be made: 

1 for a thin sheath a < 0 
2 for n+, ra_ to be bounded c < 0, d < 0 

Balancing equation (20), the following is obtained: 

c = d 

•2 - b + a = c 

c = 26 

Attempting to balance the first term on the right-hand side of 
equation (18) yields the result that c = 2. However, this 
violates the assumption that n+ , n_ are finite. If the second 
term is balanced with the left-hand side of equation (18), the re­
sult is a = 0; but this would mean that the sheath is not thin. 
Therefore, attempts to balance the right-hand side of equation 
(18) yield results which are contrary to the governing assump­
tions. 

Using the results obtained thus far, equation (18) becomes: 

dH± 

ds2 

d 
T — (n+F) 

ds 
= A^n-fn+M-A4-46 - 1) (21) 

In addition, it can be shown that 0 < b < 1. 
This result means that the right-hand side of equation (21) is of 

higher order in A than the left-hand side. In the sheath, the 
effect of chemistry is not as important as diffusion. From equa­
tion (2), the particle flux to the surface can be written in the 
following nondimensional form: 

I\ 
- / > + „ 

h 

r 
-D+a 

iV+„ 

iV+„ 

= J+ = 

= J_ 

dn+ 

' it 

rn+F (22) 

(23) 

Transforming the ion flux to sheath variable, the following is ob­
tained: 

1 dn+ 
J+ = A 2 - * {—± - rn+F 

ds 
(24) 

For the flux to be finite within the sheath, the exponent of A 
must equal zero. Therefore, b equals 2/3 and from previous re­
sults a = c = d = —2/i- Equations (18), (19), and (20) become 

d2n+ 

lis2' 
T 7 (n+F) = 0 + O ( A ^ ) 

ds 

d1n- d , ,, 
- — + - (S_F) = 0 + 0(A'/») 
CIS (IS 

dF 
(»+ «-) 

(25) 

(26) 

(27) 

Considering only terms of order zero in A, the right-hand side of 
equations (25) and (26) can be neglected. This approximation 
will be satisfactory provided A4 '3 « 1. 

Equations (25) through (27) are similar to equations solved by 
Cohen [2] for which tabulated results are available. The proce­
dure in the present study, therefore, has been to reduce these 
equations to a single equation for F (details in references [7] and 
[8]) and transform the resulting equation to the same form as 
Cohen so that the tabulated results can be used. 

The required transformation is: 

i+T2P< (,/+ + rJ-)1'-

F = F(J+ + r / „ ) 1 / ] 
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Combining equations (25), (26), and (27) and applying the fore­
going transformation yields equation (28). 

ds F ds2 (</+ + r / _ ) F 

At the surface (s = 0) 

T F 2 

2 
(28) 

i 

rfp 
ds 

dtf 
ds-* 

= -

= U 

= -

2 

(J_ 

(A 

2 

™ / + ) 

+ rJ_) 

The foregoing equation defines the quantity 5. I t can be shown 
that as s —»• =o 

F = i + oLi (29) 

Therefore, the asymptotic solution to F as s —>- °° is — S/s plus 
higher order terms. This solution for s —»• o> determines the 
asymptotic form of the quasi-neutral solution as £ -*• 0 since the 
two solutions must match. Cohen's tabulated results are in 
terms of sp and 5 (reference [3]). This means that for a given 
probe field, sp) the current ratio, J+/J_, is determined inde­
pendent of the quasi-neutral region. However, to obtain J+ and 
</_, the quasi-neutral solution must be obtained in asymptotic 
form and matched to the sheath. 

Particle Fluxes and Matching. The particle flux normal to the sur­
face is given by equations (22) and (23). Although in the 
sheath the flux of ions and electrons is constant (i.e., J+, J J), this 
is not true throughout the entire region because of the presence 
of chemistry. However, it can be shown that over the entire 
region the net flux is conserved. This condition will be used to 
establish a relationship between the field Fm and the fluxes at 
the wall. 

From equations (22) and (23), the following is obtained: 

(T. T-) d + J. 
D_JV. 

(30) 

Far from the surface as £ -* =° : 

dn+ dn-

~d£~ ~ 1% 

( r + - r_ ) = -(fir + 1)F, 
L 

Combining equations (30) and (31) yields the result: 

t \ 
(fir + 1) 

(31) 

(32) 

To obtain the complete solution, the sheath and quasi-neutral 
results must be matched. In order to match the sheath solution, 
the asymptotic form of FQ as £ -»- 0 must be determined. Com­
bining (14) and (16), the following is obtained: 

ay\ 1 p I F ay\ I ya 
(33) 

The asymptotic form of n<> for small £ can be obtained from equa­
tion (15) by expanding e™f 

- f - ( £ W (34) 

Therefore, as £ —>- 0 

' . - l " . - * H + 0 ( B (35) 

Substituting the results from equation (32), the following asymp­
totic form of Fe as £ —»• 0 is obtained from the quasi-neutral 
solution: 

((/3J+ - J J) ay\ - 2 

{ (fir + 1) 2 ) a£ 

In order to match the quasi-neutral solution to the sheath solu­
tion, equation (36) must be first changed into sheath variables. 

Fo 
2(13 J+ J-) 

&($T + 1) 
+ 7 

1 

2s 

(37) 

As £ ~> 0, s -* co, the quasi-neutral solution then yields, 

\ &($T+ 1) + T | 8 + \ S 2 (38) 

In order that Fo agrees with F from the sheath solution equation 
(29) to the order of 1/s2, the following must be true: 

i 2( f t /+ - •/-) 
} ^ &(fiT + 1) 

(39) 

As discussed earlier, Cohen [2] has tabulated sheath solutions in 
terms of 5 and sp. Using equation (39) and the definition of 5, 
the flux ratio and the flux of electrons is given by equations (40) 
and (41): 

- (5 - 1) 

(JST + l)d 

2 / 3 

5 - 7 } 

(40) 

(41) 

Equation (41) gives the electron flux to a term of the order of 
A '3 . If the higher order terms had been included, the probe po­
tential would appear explicitly in J- (i.e., Cohen [2]). 

Using equations (1) and (41), the normalized electron heat 
transfer can be written: 

0 , 
F>_„A'_ 

c,7'+„r/_ + QJ+H (42 

CIT+„T = thermal energy per electron 

H = ionization energy 

Potential Distribution. So far, the analysis has considered only the 
electric field; however, the basic boundary conditions are poten­
tial. The potential distribution, or more correctly, the potential 
difference for the quiescent plasma must be calculated. The 
potential difference between the surface and free stream is 

= (<t>v ~ <t>,n) + (An ~ <M (43) 

The first term on the right-hand side of equation (43) represents 
the potential difference across the sheath and the second the 
difference across the quasi-neutral and equilibrium region. The 
first quantity is: 

(*„ " 4>J = 
Jo J s„ 

Fds = S(d, T) (44) 

where S(S, r ) has been tabulated by Cohen [2]. The second 
quantity can be calculated from equations (15) and (16). 
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- <p= 7 In 
(<fii„, _ 1 } 

(e5*"' + 1) 

W+ - J-) 
"(fr + 1) «L 2 In -

te* 1+ 
(45) 

£„, is the point of matching of the sheath and quasi-neutral solu­
tion. In terms of the sheath variables, £,„ becomes: 

tn = 
A2/* 

(J+ + T,/_)'/» 
(46) 

Where s,„ and sp have been determined by Cohen [3] to agree with 
tabulated values of S(8, T). The total potential difference is the 
sura of equations (44) and (45). The exact location of s,„ will 
not influence the result on tj>p — <pal since the sheath and the 
quasineufral region overlap by a considerable distance along s. 

Results and Discussion 
The analytical results have shown that the electron flux and, 

therefore, the electron heat transfer is dependent upon (he follow­
ing four parameters: A, rp/l+, /3, r . Rather than solving one 
specific problem for a particular set of these parameters, the 
approach of the numerical computations has been to examine a 
range of these parameters to establish the basic trends. Thus, 
the following cases have been investigated: 

A 

'h 

T 

0.1, 0.01, 0.001 

10 

to-2, io~4 

1, 2, 5 

Before presenting the results, it is worthwhile considering the im­
portance of each of these parameters. 

ELECTRON 

1.0-

. 9 -

. 8 -

.7-

. 6 -

.5 -

.4 -

.3 

/^l 

^^y 

=LUX 

/// 

(J-> 

<y^~—A 

1 

X//^ 
•—A = 0.O0I 

0.1 

T = 1.0 

0 =0 .0 ! 
r p / A = 10.0 

4 O 4 8 12 IS 

POTENTIAL DIFFERENCE ~ <j>0 - $M 

Fig. 1 Electron flux versus potent ia l di f ference for T = 1.0 

ELECTRON FLUX 
TO WALL ( J_ 

0.001 

0 4 

POTENTIAL DIFFERENCE • 

Fig. 2 Electron flux versus potent ia l di f ference for r = 2.0 
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ELECTRON FLUX 
TO WALL ( J_ ) 

A =0.01 ^ 

A = 0 .1—5^$ 

1 -*=ZZf^-<^r-^ , 

.8-

. 7-

.6 -

. 5-

. 4 -

, 3 -

. ZJ 

'/^ ' ' 

T = 5.0 

J ^ rp//t =10. 

f 

1 1 — — i — — -
- 8 - 4 0 4 8 

POTENTIAL DIFFERENCE ~ <£p- 4>m 

Fig, 3 Electron flux versus potential difference for T = 5.0 

CURRENT ( J_ - /5 j + ) 

• "^ "8" " " -4 

1.0-

.9-

.8-

.7-

.6-

.5-

.4-

. 1 -

- . 1 . 

/ # 

/ / / ^ A = 0. 001 

//y~~ A =o.oi 
/ ^ ^ A = 0.1 

y T = I.O 

/3 --0.0! 

rp / / t =10.0 

4 8 12 , 1 6 
POTENTIAL DIFFERENCE <f>p - <t>m 

20 

Fig. 4 Current versus potential difference for T = 1.0 

The ratio of Debye length to recombination length appears ex­
plicitly only in equation (46) for the location of the matching 
point in the potential distribution integral. For this reason, the 
ion and electron flux and the electric field far from the surface are 
independent of this parameter. However, this ratio is the most 
critical parameter because we have obtained an asymptotic solu­
tion whose validity is dependent upon A « 1. For instance, 
from equations (25) and (26), it can be seen that the effect of 
chemistry which has been neglected within the sheath is 0 (A*/8). 

The parameter rp/l+ will only affect the magnitude of (<£ — 
<j>„) and, therefore, a single value was chosen. The ratio of ion 
diffusion coefficient to electron diffusion coefficient is approxi­
mately equal to (?»_/TO+)1 / / 2 . This parameter will determine the 
zero current potential of the body. The temperature ratio, T, is, 

of course, arbitrary and depends upon the particular problem. 
However, r does influence the electron heat transfer directly by 
affecting the flux and also the thermal energy per electron. 

Figs. 1, 2, and 3 show the variations of electron flux with po­
tential difference (<j>p — #„) for different values of A and r. As 
discussed in the previous paragraph, A affects only the potential 
difference. Increasing A tends to reduce the potential difference 
required for electron saturation. The temperature ratio on the 
other hand has a strong influence on the flux. Comparing Figs. 1 
and 3, it can be seen that increasing the ratio T from 1.0 to 5.0 re­
duces the electron flux at saturation by 65 percent. Because of 
the importance of electrical characteristics Figs. 4, 5, and 6 pre­
sent the net current for the same condition considered in Figs. 1 
through 3. Because of the small value of /3, the electron flux and 
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CURRENT ( J _ - / 3 j H 

POTENTIAL DIFFERENCE 

Fig. 5 Current versus potent ia l di f ference for r — 2.0 

net current are approximately equal above a potential difference 
of —4. For (5 = 1()-4, the zero net current condition occurs 
beyond the range of available sheath data. In comparing the re­
sults for different values of r , it must be remembered that the 
nondimensional potential <f> contains 2'_„ so that the abscissa is a 
function of r. This distortion is eliminated by defining a 
normalized potential in terms of T+a. This approach is con­
sidered in the following paragraph when comparing the electron 
heat transfer. 

Experimental Application. The electrical characteristics for the 
case where the body is a probe can be used in conjunction with 
heat transfer data for diagnostic purposes. 

The procedure is as follows: 

TotaUieat transfer _ c,7'+„rJ_ + /3.J+H 

Total current ~ e(J_ - /3J+) 

£>-raA?-c 
£>(./_ - (5J+) 

The normalized heat transfer due to recombination at. the surface 
is directly proportional, f3j+, the ion flux to the surface. For 
positive probe potentials, this quantity is quite small. How­
ever, any comparisons of thermal heating and recombination 
heating will depend upon the ionization potential for a particular 
gas. 

Conclusion 
The problem of determining the electron heat transfer to a 

spherical body immersed in a weakly ionized quiescent plasma 
has been solved. The region of charge separation is of the order 
of A2//a. The study has also shown that within the sheath the 
effects of ionization and recombination are of the order of A 4 / \ 
An error of this order can be neglected; however, this assumption 
limits the allowable range of A. The heating due to electron 
thermal energy increases with electron temperature. This in­
crease is clue to the additional energy per electron which more 
than compensates the decrease in electron flux. 

at ion saturation / _ — 0 this ratio, —H/e -j- r/ /(measured 
current), gives qr At electron saturation J+ = 0 this ratio, 
CIT+„T/C -f- qa/(measured current), determines r or ?'_„. 
Knowing r and the voltage at zero current, (4>P — <i>J)i\oMaz c a n 

be established. This data and the Figs. 4, 5, and 6 determine A. 
Next the current (J_ — f3J+) at the plasma potential can be de­
termined. These results and the equation for current 

• e(J. - pJ+) 

will establish Ar^„. Thus the inclusion of heat transfer measure­
ments offers an additional tool in plasma diagnostics. 

To examine the variation of electron heat transfer, equation 
(42) for the normalized heat transfer Qt must be considered. 
Fig. 7 shows the variation of heating due to thermal energy (i.e., 
T / _ ) as a function of potential difference and r . To facilitate a 
comparison of the effect of T, the normalized potential difference 
definition is modified to the following form: 

e(Vp V 

kT+ (*, o)r 

T = 5.0 

/3 = 0.01 
r P / i % = 10 

-12 -10 -8 -6 -4 

CURRENT 

-2 

.6-

• 5-

.4-

.Z< 

. 1 -

- . 1 -

( J_-/3J+) 

x A = 0.001 
X A = 0.01 
N A = 0.1 

2 4 6 

POTENTIAL DIFFERENCE~ <pp- <t>m 

Fig. 6 Current versus potential difference for r = 5.0 
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HEAT TRANSFER DUE TO 
THERMAL ENERGY 

-15 - 1 0 - S 0 

POTENTIAL DIFFERENCE 
(Vp-V(o)e 

* T 7 T " 

Fig. 7 Heat transfer due to thermal energy versus potential difference 
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emperatire in Semi-Infinite a i l Cylindrical 
Bodies Subjected to Moving Heat 
Sources and Sirface Cooing 
The theory of moving heat sources is applied, to two models to determine the effect of con­
vective surface cooling on temperature distributions. The models chosen consist of a 
translating semi-infinite body and a rotating cylindrical body, each having a band heat 
source acting on a portion of the surface and connective cooling acting over the entire 
surface. The analytical results can be •utilized to predict temperature distributions oc­
curring in certain machining processes or other processes involving heat sources. 

Introduction 
T 
1 HE classical work of Jaeger [I]1 has provided an 

analysis which has been used by numerous investigators to pre­
dict temperatures in machining processes [e.g. 2,8,4]. His 
analysis considers an adiabatic semi-infinite body with a band 
heat source moving on the surface. Jaeger [5] also investigated 
an adiabatic cylindrical body with a heat source rotating relative 
to the surface. 

Because convective cooling is widely used in many processes 
to control dimensional accuracy and to reduce thermal damage, it 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with­

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 15, 1909; revised 
manuscript received February, 1970. Paper No. 70-HT-J. 

is necessary that Jaeger's work be extended to include the effect 
of surface cooling. 

The purpose of this paper is to present the results of theoretical 
analyses which consider the effect of surface cooling on tempera­
ture. Thermal models are chosen which approximate conditions 
which may occur in certain machining processes, such as grinding. 
The application of moving heat source theory to two models, the 
semi-infinite body arid the cylindrical body, results in the deriva­
tion of temperature distributions and provides an indication of 
the effects of surface cooling on temperature. This paper is a 
partial summary of the work presented in reference [6], 

Semi-Infinite Body 
The model which is analyzed in this section is shown in Fig. 1. 

It consists of a stationary band heat source of width 11 on the sur-

•Nomenclature-

a = radius of cylinder, ft 
bein = imaginary part of Bessel Func­

tion of order n. with imaginary 
argument 

ber„ = real part of Bessel Function of 
order n with imaginary argu­
ment 

It = convective heat transfer coef­
ficient, IS/It1 hr deg F 

H = dimensionless heat transfer coef­
ficient, 2ah/kV 

./„ = Bessel function of order n 
K0 = modified Bessel function of 

second kind, order zero 
k = thermal conductivity, fl/ft hr 

d e g F 
I — heat source half-width, ft 

L = dimensionless heat source half-

width, Vl/2a 
NB — Biot number, ha/'k, dimension­

less 
p — Laplace transform parameter, 

t /hr 
qB = band heat source strength, fi/ft2 

hr 
qc = convective heat flux, B/ft2 hr 
qL = instantaneous line source 

strength, B/it 
qL = line source strength, / i / f t hr 
qp — instantaneous point source 

strength, B 
r = radial coordinate, ft 

r* = dimensionless radial coordinate, 
r/a 

I — time, hi 
I* = dimensionless time, at/a-. 

u, v = temperature rise above ambient 
temperature, deg F 

u* = dimensionless temperature, 
vkVu/2a qB 

v* = dimensionless temperature, 
irkv/aqB 

V = speed, f t /hr 
x, y, z = Cartesian coordinates, ft 

X, Z = dimensionless position variables, 
Vx/2a, Vz/2a 

a = thermal diffusivity, ft2/hr 
8 = angular position variable, radi­

ans 
£ = Angular half-width of heat 

source, radians 
ai = angular speed, rad/sec 

w„ = dimensionless angular speed, 
a vnco/a 
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tace of a moving semi-infinite body. The strength of the heat 
uurce is assumed constant in time and uniform over its width. 
1 he band heat source is infinite in length parallel to the y co-
• •ulinate axis. I t is further assumed that convective cooling 
•(•cures over the entire surface with a constant and uniform heat 

i ntnsfer coefficient, h. 
The desired steady-state temperature distribution is obtained 

by superimposing the solution due to an instantaneous point 
. mree which acts in a moving semi-infinite body. The point 

-mu'cp solution satisfies the following set of equations 

V2« 
1 cm du 

dt dx 

u(x, y, z, 0) = 0 

du 
hu(x, </, 0, I) = k — (x, y, 0, i) 

dz 

m 
(3) 

'i in I is given by 

<«//' exp 
l(x - x') + V(t - f ' ) | ' + (y - y'f 

ia(t - I') 

X 8l7ra(f - (.')] 
3f'H,J-U~-i')?/4a(t •(') 

+ e - ( i ! + j ' )V4a( ( - ( ' ) ] h/k 
erfc 

J_+J^_ _ 
. 2 V a ( / -I') 

k 
Vail n 

4wa(t - t') 

exp [(z + z')h/k + a(t - t')(h/k)*] ) (4) 

Kquation (4) follows immediately from equation 14.9 (4) of refer­
ence [7], where a:', (/', z', I' specify the place and time at which the 
uintutitaneous point source acts. 

Superposition of the point source solution (equation (4)) is 
i-arried out through the following steps: 

1 Superposition in space to give temperature due to instan-
'aneous line source 

- Superposition in time to give temperature due to continu­
ously-acting line source, which acts on the surface, z' = 0 

3 Superposition of line sources to give a continuously acting 
band source on the surface. 

After these steps are carried out mathematically, the resulting 
two-dimensional, steady-state temperature distribution can be 
expressed in the following dimensionless form: 

ivkV C* + L 

— u(X, Z) = e-»>K0(\Z> + 
2(X'lB Jx-L 

- 7rHe"z i Te/"-T'- erf 
Jo 

in'1} '°)dm 

Z 
Hr 

£T 

erf 
X + L 

2T 
erf I — + r dr (5) 

The dimensionless quantify A" respresents horizontal distance 
from the center of the heat source, Z the depth from the surface, 
L the half-width of the heat source, and / / the dimensionless heat 
transfer coefficient. 

The first term of equation (5) is identical to the result obtained 
by Jaeger [1] for the case of a semi-infinite body with no cooling 
(h = 0). A closed form expression for the integral is available 
for Z = 0 (see equation 10.7(11) in reference [7]), and the integral 
has been evaluated numerically for other values of Z. Tabula­
tions are presented in reference [1]. 

An attempt by the authors to determine a closed form expres­
sion for the integral appearing in the second term of equation (5) 
was unsuccessful. Therefore this integral must, also be evaluated 
numerically. 

CONVECTIVE 

HEAT FLUX, 

h UNIFORM 

HEAT SOURCE, 

Fig. 1 Thermal model for semi- inf in i te body w i th convect ive cool ing 

Results for Semi-Infinite Body 
Temperature distributions corresponding to specific values of 

the parameters L and 11 were determined from equation (5). 
The dimensionless temperature distribution on the surface is 
shown in Fig. 2 for values of II = 0, 0.1, and 1.0 for dimensionless 
half-width L = 1.0. It is seen that, if the heat transfer coefficient 
is sufficiently large, the temperature under the heat source can be 
greatly reduced. 

The two-dimensional temperature distribution for II = 1.0 
is shown in Fig. 3. It is seen that, under the heat source, the 
maximum temperature occurs at the surface. However, to the 
left of the heat source; that is, in the direction of motion of the 
body, the maximum temperature is seen to occur beneath the sur­
face. This is more clearly illustrated in Fig. 4, which shows 
temperature versus depth for different: values of x to the left of 
the center of the heat source. 

Temperature distributions of the type discussed in this section 
are in steady-state with respect to a coordinate axis fixed at the 
center of the heat source. The thermal history of any particular 
element of material at a depth Z as it passes under the heat source 
(from X > L to X < — L) is easily visualized. For example, the 
temperature distributions of Fig. 4 correspond to those in a very 
thin slab of material as it passes from X = — 0.5 to X = — 1.0, etc. 

The effect of surface cooling over a range of dimensionless heat 
source width L is now examined. From the work of Jaeger [fj 
and from Fig. 2, it is known that the maximum temperature 
occurs on the surface and hear the trailing edge of the heat source 
Therefore, the dimensionless temperature at Z = 0 and X = — L 
was determined as a function of L. This is shown in Fig. 5. 
With an increasing value of heat source half-width L, the tem­
perature increases less when cooling is present than when the sur­
face is adiabatie. 

The results presented above correspond to convective cooling 
at all local ions on the surfa.ee of the body. An expression relating 
the magnitude of the resultant convective heat flux to the 
strength of the band source and the dimensionless temperature 
distribution is 

f/„| hu(x, 0) 

<lu 'tit 

Hu*(X, 0) 
(0) 

The distribution of this ratio at the location of the band source is 
shown in Fig. (> for L = 1,5 and i i = 0.1, 1.0. I t is seen that for 
large values of L and II, convective cooling from the band source 
region removes a significant, portion of the band source energy. 

Therefore, it is concluded that for large values of L and / / , 
convective cooling at the location of the band source has an ex­
tremely important effect on temperature reduction. But con­
vective cooling at the location of the band heat source cannot be 
obtained in some physical situations. In that case the predicted 
surface temperatures, assuming h = 0 and h equal to a finite 
value over the entire surface, become bounding solutions. 
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Tf kVu(X.O) 
2 « q 

3 

HEAT SOURCE 
WIDTH 

Fig. 2 Dimensioniess surface temperature distribution for L — 1 

HEAT SOURCE 
WIDTH 

Fig. 3 Dimensioniess temperature distribution for H ~ 1, L ~ 1 

An approximate temperature distribution, corresponding to 
convective cooling outside of the baud source region only, can be 
obtained from equation (5) by increasing the band source 
strength by an amount equal to the average convective flux which 
would have occurred in the band source region. An exact ex­
pression can be derived by superimposing line source solutions 
with the strength increased to compensate for local convective 
cooling in the band source region. 

Cylindrical Body 
The model which is analyzed in this section is shown in Fig. 7. 

I t consists of a stationary band heat source of angular width 2£ 
on the surface of a rotating cylindrical bodj' of radius a. The 

strength of the heat source is assumed constant in time and uni­
form over its width. The heat source is infinite in a direction 
parallel to the cylinder axis. I t is assumed that convective cool­
ing occurs over the entire surface with a constant and uniform 
heat transfer coefficient, h. 

The desired temperature distribution is obtained by super­
imposing the solution due to an instantaneous line source acting 
at an arbitrary location (r', 9') in the cylindrical body. Details 
are available in reference [6]. The instantaneous line source 
solution satisfies the following set of equations 

d2« 1 dv 1 &v _ X_ dv 
d,.2 + ,. dr + ,.2 d02 ~~ a $t 

(7) 
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Fig. 4 Dimensionless temperature versus depth for H = 1, L = 1 

- k — (a, 8, I) = to (a, 0, 0 
dr 

«(0, 0, <) is finite 

v(r, 6, t) = v(r, 6 + 2r, t) (Periodicity) 

dv 

(8) 

0-7 

0-6 

0 -5 

0 - 4 

0 - 3 

0 -2 

0-1 

0 

I 1 

7 ^ ^ ~ " \ / H = |t 

- / - " " — ^ / H = l , L = 

~^~ —_^_/H = 0'l,L=5 

/ H = 0-l, 1=1 

1 .1 

1 

L=5 

1 

1 

-

-

\ -

\ " 

- I 

d6 
(r, 6', t) = 0 (Symmetry) 

v(r, 6, 0) = 0 

0) 

(10) 

(11) where 

-0 -5 0-5 0 

Fig. 6 Convective flux distribution in band source region 

s = V, •pi a (14) 

(12) 
The solution for a continuously acting line source of strength 

qL(B/(k hr), which rotates at an angular speed u relative to the 

If an instantaneous line source of strength qL(B/ii) acts on the cylinder, can be determined in the manner of Jaeger [5]. The 

surface; that is, r' = a, then the Laplace transform of the solution e f t e c t o f r o l a t l o n l s introduced by defining 

QL 

*'e'rt-£i. E 
cos n(0 - 6')In(sr) 

9' = cot' + /3 (15) 

2wk 
sln'{sa) + — IJsa) 

k 

(13) 
where (3 is an arbitrary angular location. The resulting expres­
sion, which must be inverted to obtain the temperature distribu-

77kVu(-L.o) 

Fig. 5 Dimensionless surface temperature at trailedge of heat source versus dimension-
less heat source half-width 
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tiou due to a continuously acting line source on the surface of a 
rotating cylinder, is 

v(r, 9, p) = 

E 

h(sr) 

irak [2p[sh'(sa) + (h/k)h(sa)] 

In(sr)[p cos n(d - /3) + nw sin n(d ~ /3)] 

(p2 + ^ ^ ) R 7 ( s a ) + (Ji/k')I„(sa)} 
(16) 

Equation (16) has been inverted and details are given in refer­
ence [0], The resulting line source solution can then be super­
imposed to obtain the solution corresponding to a band source 
on the surface of a rotating cylinder. This is accomplished by ex­
pressing the strength of the line source in terms of an increment 
of the band source; that is, 

<JL = «<?Brf/3 (17) 

and the line source solution is then integrated from (3 = — £ to 
+ 1 

After the previous steps are carried out, the transient two-
dimensional temperature distribution for the model of Fig. 7 is 
obtained, and is given by the following dimensionless expressions: 

m r in r*\v~v„ -2** ^ °° 
<•* = v*wtlMc- 2? y -^^•'r )c ' - - + 4 y y 

X 

where 

M,,JI/V,-2 cos (nd) - co„2sin (nd)] sin (rag) J n(ixn,f*)e~ "'^l* 

STATIONARY 
HEAT SOURCE,q„ 

CONVEGTIVE 
HEAT FLUX 
h UNIFORM 
OVER C Y L 
SURFACE 

25 

\ 
\ o ) \ 

Fig. 7 Rotating cylindrical body with surface heat source and conveclivs 
cooling 

(18) 

*p.r....n. = l'NB + 2 y M1 sin (nt) 
n = 1 

X 

where 

co„il/2 cos [oinH* - nd + fa - fa] + NBMS cos [conH* - nd + fa - fa] ' 

w[(a!„iV2)
2 + (NB!\f3y + 2NBoi„M,M!s cos (fa - fa)] 

(19) 

Mi = Vbern\oinr*) + bei„Ha>nr*) 

Mt = Vbcrn'Hu„) + 6e/„'2(a)„) 

Ms = V ber„2(w„) + fce/„!(con) 

t a i r 

= tan-

bei, 

6er, 

bei, 

bern 

bein 

berr 

(o)„r*) 

K''*)J 
' («„)"] 
' (<OJ 

K)"j 
K)J 

case of an adiabatic cylinder (h = 0). Tha t solution is given in 
reference [6], 

Results for the Cylindrical Body 
Equations (18) and (22) were evaluated to give dimensionless 

temperatures as a function of (a — r) and d for different values of 
the heat transfer coefficient h. For computational purposes the 
following values were assumed: 

A- = 10 
B ft2 radians 

-,a = 0.5 ft, a = 0.172 —, co = 10TT 
hr sec 

and tx,l:j are the roots of 

Vn.jJn'iVn.j) + N BJ SVn.j) = 0 

(20) 

(21) 

ft hr deg F 

h = 20, 200, 1000, 2000, 10000, 20000 
B 

ft2 hr deg F 

£ = 0.001, 0.01 radians 

(a - r) = 0, 0.0001, 0.0002 ft 

Small values of £ could correspond to heat source widths in ma-
rhe first term of equation (18); that is, equation (19), can be c l l i u m g processes. 

evaluated with the following approximate expression (see refer­
ence [8]): 

£ 2 -A 
Aperiodic = T T + —F% L sin (»£) e - " . ( l - ' » ) / v ' 2 

approx. N B V ?' n - 1 

Periodic Case. The transient terms (second and third terms) 

wjt* - ~ ( \ - r*) 
\/2 + NB cos o)nH* 

«K 2 + AV + V2 unNB] 

(22) 

Equation (19) approaches equation (22) as '"v/co/a and o V w / a 
, . c ., of equation (18) become insignificant after some interval of 

approach infinity. . ' „ „ , . a . . . . . . , 
time. When this occurs the temperature distribution, referred to 

It should be noted that equation (18) does not reduce to the a nonrotating coordinate system, does not vary with time. With 
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Fig. 8 Dimensionless temperature versus angular posi t ion for £ = 0.01 

respect to a point in the cylinder, the temperature is periodic 
with each revolution of the cylinder. This periodic condition is 
achieved when the rate of heat entering the cylinder equals the 
rate of heat couvected away. The periodic condition is con­
sidered first with the evaluation of equation (22). 

Fig. 8 shows typical dimensionless temperature distributions 
under the heat source for two different heat transfer coefficients. 
It is similar in form to those obtained in the first part of this 
paper for the semi-infinite body. I t is seen that the maximum 
temperature occurs on the surface and near the trailing edge of 
the heat source (i.e., at 6 = —0.01 radians). The maximum 
temperature at some particular depth below the surface occurs 
in the direction of motion of the cylinder (right to left) away from 
t he heat source. 

It is seen that an increase in heat transfer coefficient results in 
a lower temperature at each depth. However, the reason for this 
is not because of significantly greater heat removal over the heat 
source, but rather because a point in the cylinder which ap­

proaches the heat source from the light is at a lower temperature. 
This result is apparent in Fig. 9. In this figure the dimensionless 
temperature of the surface is shown for the periodic condition 
for two different heat transfer coefficients. The temperature his­
tory of a point on the surface is determined by following the 
curve from the right, as the cylinder rotates toward the heat, 
source. As the point passes under the heat source it goes through 
a peak temperature or "spike." Sometime after the point passes 
the heat source it has been cooled to a temperature which re­
mains nearly constant for the rest of that revolution, for the case 
of small heat source width. Note that the magnitudes of the 
peaks above the temperature of an approaching point are the 
same in each case. Thus, if periodic conditions are established, 
the effect of improved cooling is to keep the bulk temperature at 
lower levels so that the peak or "spike" is superimposed on a 
lower bulk temperature of the cylinder. A similar effect is shown 
in Fig, 10, where very effective surface cooling results in lower 
surface temperatures. Again, the magnitudes of the spikes are 
approximately the same as those for the lower heat transfer 
coefficients shown in Fig. 9. 

Fig, 11 shows the dimensionless temperature at the trailing 
edge of the heat source versus dimensionless heat transfer coef­
ficient for the periodic condition. I t is seen that, for the case in­
vestigated, the greatest reduction in temperature is obtained by 
raising h from 20 to 200 B/ft2 hr deg F (ha/k from 1 to 10), which 
corresponds to a change from convective cooling by ambient air 
to effective liquid application. 

Transient Center Temperature. By setting r = 0 in equation (18) 
the transient center temperature of the cylinder is determined as 

v*(r = 0, t) - 2 E 
-M. , , . 2 a ' /o ! 

where no.j are the roots of 

. / O ( M O . J ) 

ah 

ha\ 
j-) + Mcr 

(23) 

MO.J-/I(MO,J) - T" Jo^n.i) = 0 (24) 

The dimensionless quantity v*(r = 0, t)-(ha/k)-l/i; is shown as 
a function of dimensionless time at/a2 for different values of 
ha/k in Fig. 12. From this figure it is determined that transients 
die out faster with better cooling. Furthermore, it can be defer-

v*» ioz 

1 0 

0.8 

0.6 

0.4 

0.2 

0 

— = 1 ^—-^ 

k 

-0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 
9 Rod. 

Fig. 9 Dimensionless surface temperature versus angular posi t ion for £ ~ 0.01 
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Fig. 10 Dimensionless surface temperature versus angular posi t ion for { = 0.01 
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miiicd from Figs. 9, 10, and 12 that when periodic conditions are 
reached, the asymptotic center temperature is nearly the same as 
the surface temperature at locations away from the heat source; 
thai is, the temperature throughout the cylinder is expected to 
be nearly uniform, except near the heat source. 

Transient Surface Temperature. Equations (18) and (22) were 
evaluated for the case of r = a. Values of the dimensionless 
lime, at a2, are chosen which correspond to many revolutions of 
t lie cylinder, such that the temperature is approaching that of the 
periodic ease. The values of the third term of equation (18) are 
insignificant in this case. Thus, for a specific value of at/a2, the 
temperature distribution is equal to the periodic temperature 
minus a constant given by the second term of equation (18) and 
I he only dependence on 0 is that which arises from the periodic 
temperature distribution. 

The results are shown in Figs. 13, 14, and 15. Dimensionless 
Mii'face temperature versus angular position is shown at different 
values of at/a1. I t is seen that the surface temperature, at values 
of 8 greater than 0.04 radians to the right of the center of the 
heat source, reaches 90 percent of the periodic value at at/a2 = 
1.3, 0.155, and 0.007 for ha/k = 1, 10, and 100, respectively. 
From Fig. 12 the corresponding times for the center temperature 
In reach 90 percent of the asymptotic value are at/a2 = 1.6, 0.6, 
and 0.5. Therefore it is clear that periodic surface temperature 

distributions become established much more rapidly for large 
values of ha/k than for small values. 

For the case of a = 0.5 ft and a = 0.172 ft2/hr, the actual time 
for 90 percent of the asymptotic center temperature to be 
reached is 2.3, 0.87, and 0.73 hr for ha/k = 1, 10, and 100, respec­
tively. For the case of a = 0.1 ft, these times are 0.093, 0.035, 
and 0,029 hrs. 

Conclusion 
Analytical solutions to two thermal problems involving heat 

sources have been obtained. The models consist of a moving 
semi-infinite body and a rotating cylinderical body, each with a 
band heat source assumed to act on a portion of the surface and 
convective cooling over the entire surface. 

The steady-state two-dimensional temperature distribution is 
presented for the semi-infinite body, and the two-dimensional 
transient temperature distribution is obtained for the cylindrical 
body. 

The results could be applied to determine temperatures which 
occur in such processes as grinding, turning, welding, or mechani­
cal braking. The effect of surface cooling on temperatures occur­
ring in such processes can be inferred from the results. In this 
regard it should be noted that the models considered in this in 
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Fig. 13 Transient surface temperature for £ = 0.01, ha/k = 1 

Journal of Heat Transfer 

-0.08 -0.06 -0.04 -0.02 0 0.02 

9 Rad. 

Fig. 14 Transient surface temperature for { = 0.01, ha/k = 10 

0.04 

vUGUST 1 9 7 0 / 463 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Fig. 15 Transient surface temperature for £ = 0 . 0 1 , ha/k — 100 

vest igaf ion do not include a receding b o u n d a r y . T h i s effect 

would, of course , become i m p o r t a n t for h igh speed mach in ing 

processes ut i l izing large d e p t h s of cu t . A discussion of geomet r i ­

cal effects assoc ia ted w i th the g r ind ing process, for example , is 

p resen ted in reference [9]. 
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The Effect i f Swirl, Inlet Conditions, 
Flow Direction, a i l Tube Diameter 
on t ie leat Transfer to Fluids at 
Supercritical Pressure 
An investigation has been made of the factors governing the heat transfer coefficient to 
supercritical pressure fluids, particularly at high heat fluxes. The deterioration in heat-
transfer to supercritical carbon dioxide has been experimentally studied with reference 
to the operating conditions of mass velocity and heal flux, tube diameter, orientation, 
tape induced swirl, inlet temperature, and pressure. A detailed comparison has been 
•made with the apparently contradictory results of other investigators, and operating 
regions, in which the heat transfer coefficient behaves differently, have been defined. 
The terms used to describe these regions are the Reynolds number, a heat-flux parameter, 
and a free-convection parameter, 

Introduction 

I NUMBED of investigators in the past have observed 
that the heat transfer coefficient to supercritical fluids can vary 
greatly depending on the operating conditions; for example, the 
work of Styrikovich, ef al. [I] .1 The heat transfer coefficient 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at 

the Winter Annual Meeting, Los Angeles, Calif., November 16-20, 
1909, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript, received at ASME Headquarters, June 6, 1969. Paper 
09-WA/HT-l. 

has been seen to increase by a large factor in the critical region 
[2] while under other conditions the heat transfer rate drops 
sharply [3j. In particular, in the region of high heat fluxes, 
where a deterioration takes place in the heat, transfer coefficient, 
the amount and nature of the deterioration are greatly influ­
enced by the operating conditions of mass velocity, heat flux, 
pressure, test section diameter, inlet enthalpy, and upstream flow 
disturbances. In reference [4], a theory was developed based 
on the radial integration of the differential equations governing 
the flow which predicted this deterioration behavior satisfac­
torily for conditions where the entrance effects and free-convec­
tion effects were not important. The basic cause of this dc-

•Nomenclature-
Cp = local specific heat at constant 

pressure (Btu/lb deg F) 

D — diameter of tube (ft) 

q = acceleration due to gravity (ft/ 
hr2) 

G = mass flow rate (lb/ft2 hr) 

(Pi, ~ P„.) 
Pb 

Pi, ' " 

G Grashof number = 

X 
Pu-

(iff 

z = axial coordinate (ft) 
p. — viscosity (lb/ft hr) 
p = density (lb/ft3) 
r = shear stress (lb/ft hr !) 

h = heat transfer coefficient (Btu/ 
f t 2 d e g F h r ) 

k = local conductivity (Btu/ft hr 
deg F) 

p = half pitch of twisted ribbon 
Qo/A = wall heat flux (Btu/ft2 hr) 

R = radius of tube (ft) 
Be = Reynolds number = GD/pu. w = quantity at wall or wall tempera-
U = axial velocity (ft/hr) t w e 

y = distance from wall (ft) b = bulk mean quantity 

Y = y/R h = hydraulic (diameter, Re) 

Subscripts 
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terioration is the rapid drop in viscosity and density near the 
heated wall without a compensating increase in core velocity. 
This occurs when the heat flux is sufficiently large as to produce 
a large temperature difference between the wall and the core of 
the flow in the fluid as it approaches the critical enthalpy region. 
What one then gets is a velocity level corresponding to core condi­
tions with a density corresponding to wall conditions resulting in 
poor heat transfer in the buffer layer of the turbulent boundary 
layer. In this paper, the effects of the various operating condi­
tions are examined. 

Experimental Setup 
The experiments reported in this paper were conducted with 

carbon dioxide as the working fluid, because of its convenient 
critical range (Tc = 88 deg F, Pc = 1071 psi). Carbon dioxide 
is also known to be stable in the critical region and its physical 
properties are fairly well known in this range. Several investi­
gators have used carbon dioxide for supercritical pressure studies 
for the same reasons, e.g., Hall, Jackson, and Khan [5], Sabersky 
and Hauptmann [6], Koppel and Smith [7], etc. The properties 
of carbon dioxide used in this paper were obtained from reference 
[8]. 

The test loop (shown schematically in Fig. 1) consists of a 
closed circulation loop in which the system pressure was main­
tained with a hydraulic accumulator, using high-pressure nitro­
gen gas. A centrifugal pump was used to circulate the carbon 
dioxide, thus minimizing the pressure variations and oscillations 
in the system. Two heat exchangers were provided in the system. 
One was a once-through heat exchanger which used cold water 
flow counter current to the carbon dioxide flow. This was 
located in the main line. At a later stage, liquid nitrogen was 
blown through this in order to obtain greater inlet subcooling. 
Another heat exchanger was located in the pump bypass line 
consisting of a refrigeration loop with Freon 12 as the refrigerant. 
Three different test sections were employed in the carbon-dioxide 
tests. All were used in the vertical position. The first two 
sections were seamless stainless-steel tubes of 'A in . ID and Vs in. 
ID, respectively, and with a heated length of 60 in. Unheated 
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Fig. 1 Schematic drawing of experimental loop 

lengths of 12 in. (L/D = 50 and 100) were provided at both ends 
of the heated length. The third section was a '/i-in-ID stain­
less-steel tube with the same heated length but with a twisted 
tape over the complete heated length to generate swirl in the 
fluid. A sheared strip of incouel 0.0135 in. thick was used to 
fabricate the twisted tape. Fourteen thermocouples (30 gage 
Cu-Cn) were located along the length of each test section. The 
inlet and outlet fluid temperatures were measured by inserting 
two thermocouples into the fluid at the entrance and exit of the 
test section. The unheated exit length and large fittings at the 
exit provide reasonably good mixing. The thermocouple output 
was recorded on a chart recorder type of potentiometer, which 
records the output of the 16 thermocouples in succession. The 
sections were heated electrically with d-c power supply consisting 
of a motor generator unit capable of about 12 kw. Apart from 
fiberglass insulation on the outside of the test section, no special 
precautions were taken to reduce heat loss, which was estimated 
to be less than 1000 Btu/hr ft2. For the test section with the 
twisted tape it was estimated that less than 5 percent of the 
power was generated within the tape. The plumbing was 
arranged so that the flow could be either up or down in the test 
section. 

The system pressure was monitored by means of a Heise-
Bourdon gage, calibrated from 0-2000 psi in intervals of 2 psi. 
The flow was measured by means of a calibrated orifice plate 
with flange pressure taps. The pressure drop across the orifice 
was measured by a 5 ft differential manometer. A differential 
pressure gage was used for some of the smaller flows. 

The carbon dioxide was obtained from Liquid Carbonic 
Division of General Dynamics and was 99.9 percent pure. 

Tests were run in both upflow and downflow and at two pres­
sures, 1100 and 1150 psi. The inlet temperature was varied 
from 0 deg F to supercritical. A wide range of Reynolds numbers 
(from 267,000 to 835,000) and heat fluxes (16,000 to 144,000 Btu/ 
ft2 hr) was investigated. The procedure consisted in fixing the 
heat flux and varying the inlet temperature and flow rate. Heat 
balance checks were satisfactory. I t is estimated that all tem­
perature readings were correct to within 2 deg F and the power 
input and flow rate within 5 percent. Uncertainty on the inner 
wall temperature was higher due to variation in the heat transfer 
coefficient and heat loss, but was estimated to be less than 5 
deg F. Since the experiment was aimed at determining when 
large departure occurred from the smooth wall temperature 
profile at low heat fluxes and not at determining accurate values 
of heat transfer coefficient, this accuracy in temperature measure­
ment was adequate. The pressure drop within the test section 
was not measured, but was calculated to be small (of the order 
of 1-2 psi for the 1/4-in. tube, 3-4 psi for the Vs-in. tube and 5-10 
psi for the swirl test section). 

A detailed description of the loop and experimental procedures 
can be found in reference [9]. 

Experimental Results 
Experimental results were obtained in the form of wall tempera­

ture profiles as a function of the length along the test section. 
Under the conditions of uniform heat flux, length along the test 
section can be interpreted as change in the bulk enthalpy. A 
computer program was written to reduce the data and obtain 
the inside wall temperature, the bulk temperature, and the heat 
transfer coefficient at the axial locations of the thermocouples. 
The inside wall temperature was calculated assuming no heat 
loss from the outer wall and negligible axial conduction in the 
tube wall. The bulk enthalpy and temperature were obtained 
from a heat balance along the test section. 

As observed in a previous paper [4], at high enough heat flux, 
marked deterioration was found in the heat transfer to carbon 
dioxide which varied depending on the operating conditions. 

1 Mass Velocity and Heat Flux. As the heat flux is increased 
for a particular flow rate, or the mass flow rate decreased for a 
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Fig. 2 Effect of mass velocity on wall temperature profiles 

fixed heat flux, the wall temperature profile exhibits a peak in the 
region where the bulk enthalpy is less than critical and the wall 
temperature is above critical. Fig. 2 shows some typical results 
for a heat flux of 50,000 Btu/ft2 hr. A peak in wall temperature 
becomes noticeable at a mass flow rate of 106 lb/ft2 hr and be­
comes higher as the mass velocity is reduced further. Further 
along the tube beyond the temperature peak, there is an im­
provement in heat transfer as seen from the fall in wall tempera­
ture in the region of the critical enthalpy. At large mass ve­
locities, this improvement in heat transfer exists without any 
deterioration in the precritical enthalpy region, e.g., for G = 
2,000,000 lb/ft2 hr. The mass velocity and heat flux demarcate 
regions where either the deterioration or improvement in heat 
transfer predominate. 

2 Diameter of Test Section. Fig. 3 shows results obtained with 
the Vs-in. test section. Due to the larger L/D ratio in this case, 
witli a corresponding higher bulk enthalpy range, the results 
show the characteristic S-shaped wall temperature profile which 
has been observed in other fluids in the supercritical region (e.g., 
Shitsman [3] for steam). The variation of the heat transfer 
coefficient is also shown in the figure. I t was found that the 
wall temperature peaks were not as sharp or high as for the 'A-in. 
test section. This was partly due to increased axial conduction 
in the relatively thicker tube wall. However, it was apparent 
that under equivalent conditions of mass flow rate and heat flux, 
the smaller test section diameter has the effect of reducing the 
degree of deterioration in heat transfer. This conclusion is also 
in agreement with the theory developed in reference [4]. The 
theory does not take natural convection into account, so that 
this conclusion may not be valid for very large diameter tubes, 
i.e., large Grashof numbers. 

3 Upflow Versus Downflow. Under the conditions of mass ve­
locities and test section diameters used, there was very little 
difference between upflow and downflow. Fig. 4 shows some 
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Fig. 3 Variation of the heat transfer coefficient and wal l temperature 
profile for smaller diameter test section 
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Fig. 4 Comparison between results for upflow and downflow 
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Fig. 5 Effect of sw i r l on the w a l l temperature prof i le 

typical results for the '/s-in. test section in downflow and results 
for upflow at comparable velocities are also shown. The upflow 
and downflow results are almost identical. Similar results 
were also obtained with the W i n . test, section even at the low­
est mass velocity used, i.e., 640,000 lb/ft2 hr. There has been 
conjecture in the literature [10] that free-convection effects in 
upflow are responsible for the peak in wall temperature. The 
results indicate that gravitational effects are not essential for 
the existence of the wall temperature peak. 

4 Effect of Swirl. Tests were performed with a twisted ribbon 
inside a lA-in-ID tube. The ribbon used had a twist of one 
turn of 360 deg in four diameters (p = 2). The tape induces 
centrifugal forces in the fluid and helps to replace light fluid 
near the wall with, the cooler and heavier fluid in the core of the 
flow. This was found to reduce the deterioration in heat transfer 
to a substantial extent, though peaks in wall temperature were 
not completely eliminated. Deterioration was found to occur 
in both up and downflow, though at higher fluxes than with the 
tube without the swirl tape. Fig. 5 shows some results with 
the swirl tape test section for a heat, flux of 46,500 Btu/ft2 hr. 
As the mass flow rate was decreased to 840,000 lb/ft2 hr, deteri­
oration in heat transfer was found to occur. For comparison, 
a wall temperature profile for a mass How rate of 10° lb/ft2 hr 
and the same heat flux is included for a '/Viu.-ID tube without 
the swirl tape. This is shown by the dashed line in the figure. 
It is seen that for an equivalent mass velocity, the swirl com­
pletely eliminates the peak in wall temperature. I t was generally 
found that the temperature peaks for the swirl section, when 
they did occur, were not as sharp as without tape and that the 
tape used increased the "allowable heat flux" (at which notice­
able deterioration occurs) by a factor of about two. 

80 90 100 
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Fig. 6 Effect of inlet temperature 

An attempt was made to correlate the heat transfer coefficient 
using a method suggested hy Lopina [II] which consists of a 
linear addition of a forced-convection heat, transfer coeffieienl 
for axial flow to a "centrifugal" convection heat transfer coeffi­
cient. The latter is based on a free-convection coefficient, with 
the acceleration due to gravity replaced by centrifugal accelera­
tion, i.e., 

MX, MA 
+ c 

Re,, 

V DJ K ft". 
V: 

where 

hfc = heat transfer coefficient as predicted by the theory 
in reference [4] 

Dh = hydraulic diameter 
Ap = pb - pw 

^V,vg = average specific heat 
Uw z H,, 

The best value of C was found to be O.Ilo to correlate the hea1 

transfer coefficient at the inception of deterioration in heat trans­
fer. Due to the large variation in properties and the nonlinear 
nature of the governing equations, a general value of C over a 
large range of heat transfer conditions could not be determined. 

5 Inlet Enthalpy. The amount of deterioration is strongly in­
fluenced by the inlet enthalpy, and is reduced if the inlet enthalpy 
is not appreciably less than that at which deterioration occurs. 
The greatest deterioration occurs when the inlet enthalpy is 
sufficiently low. If the inlet temperature is lowered further, the 
deterioration is not affected. Fig. 6 shows the effect of inlei 
temperature on the wall temperature profile. As seen from the 
figure, the peak wall temperature is reduced substantially when 
the inlet bulk temperature is increased from 52 to 80 deg 1' 
Above a certain inlet temperature (about 80 deg F), the deteriora­
tion in heat transfer is very small even though the inlet enthalpy 
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Fig. 7 Comparison between results at 1 700 and T150 psia 

is less than critical. This is linked to the entrance effect which 
has considerable influence when the critical temperature is in the 
fluid film next to the wall in the entrance region. This is 
the reason why a majority of other investigators have not 
seen the deterioration phenomenon in carbon dioxide. 

6 Pressure. The deterioration is the greatest near the critical 
pressure and is less at higher pressures. Fig. 7 shows that the 
wall temperature peaks are not as higli or sharp at 1150 psi as 
at 1100 psi, under equivalent conditions of heat flux and mass 
velocity. This is to be expected because the change of prop­
erties is the largest and most rapid at the critical pressure. 

Comparison With the Results of Other Investigators 
It was mentioned earlier that most of the other investigators 

have not observed deterioration in heat transfer to supercritical 
pressure carbon dioxide in the form of temperature peaks. More­
over, one investigator (Hall, reference [12]) reports temperature 
peaks in upflow and none in downflow. A more detailed com­
parison between those results and the present work is made in 
this section with the objective of explaining the apparent contra­
dictions. In Table 1, the results and operating conditions of 
Koppel and Smith [7], Tanaka [13], Hall [12], Krasnoschekov, 
et al. [14], and the present work (Shiralkar and Griffith) are 
compared. The parameter Gr/Re2 was used to evaluate the 
importance of free convection. The reasons for using this are 
noted in the Appendix. 

Koppel and Smith used a wide range of heat fluxes and mass 
velocities with inlet temperatures of 60 deg F and above. The 
test section used was horizontal and small in diameter (0.194 
in.). Though no deterioration in heat transfer was reported as 
such, a number of anomalous results are shown. With some of 
the lower inlet temperatures used, there is often a sharp fall in 
the wall temperature with length. For example, for.onc run at 
a heat flux of 71,200 Btu/ft2 hr, a sharp drop in wait-temperature 
was observed from ISO to 140 deg F, which was attributed to 
entrance effects. In the light of the present investigation, this 
would appear to be the tail end of a temperature peak, modified 
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occur at a smaller value of the bulk enthalpy. Here again, it 
can be seen that the inlet enthalpy can be important. Tanaka, 
et a!., though working under nearly the same conditions of small 
Reynolds numbers and large Grashof numbers, did not report 
any comparable behavior in their results. 

In a recent investigation by Krasnoschekov and Protopopov 
[14], the heat transfer to carbon dioxide at very high temperature 
drops was measured. Heat fluxes as high as 825,000 Btu/ft2 hr 
were used at pressures of 1130 and 1420 psia. A horizontal test 
section 4.08 mm (0.16 in.) and with L/D — 51 was used for the 
purpose. The Reynolds number range used was 105 to 5 X 105. 
The lowest inlet temperature used was 70 deg F, and conse­
quently, no sharp peaks were seen in the precritical enthalpy 
range. However, it was found that the heat transfer coefficient 
became increasingly small at high heat fluxes. Values as low 
as Vioth of the expected heat transfer coefficient, as calculated 
by correlations for supercritical pressure heat transfer at low 
heat fluxes, were encountered. They suggest a multiplication 

/p„\>-'/Cp%y \ » . 
factor of I — I ( —— ] in order to adapt the low heat-flux 

\PiJ \ CPb J 
correlation to their results, 
different conditions. 

vhere n varies from 0.4-0.7 under 

These results lead one to the conclusion that the operating 
conditions governing the nature and extent of deterioration at a 
particular supercritical pressure are: 

1 Heat-flux parameter. 
2 Flow rate or Reynolds number. 
3 A free-convection parameter, e.g., Gr/Re2 . 
4 Inlet temperat lire. 

It is seen from Table 1 that the parameter Gr/Re 2 is an order 
of magnitude higher in Hall's results than the highest value for 
the conditions of Shiralkar. A critical value of about 10~3 can 
be attached to Gr/Re 2 for carbon dioxide where the free-con­
vection effects become important. 

Fig. 8 shows a three-dimensional plot of the operating condi­
tions of the investigators mentioned in this section and shows 

that these were quite different from each other. In particular, 
the region of investigation in the present work is seen to be in 
the portion where the heat fluxes were high and the importance 
of buoyancy effects very small. The influence of the inlet tem­
perature is not shown in this map. A comparison in Table 1 
shows, however, that Shiralkar and Griffith used the widest 
range of inlet temperatures and the lowest temperatures. Hall 
used a fairly low inlet temperature in the small sample of his 
results seen by this author (50 deg F). Koppel and Smith and 
Tanaka, et al., as well as Krasnoschekov, generally used inlet 
temperatures too high to allow observation of the temperature 
peaks. 

Summary and Conclusions 
1 The heat transfer coefficients for the heat transfer to a 

fluid at supercritical pressure differ sharply in different regions, 
the boundaries of which are governed by the mass velocity, a 
heat-flux parameter, and a parameter governing the relative 
importance of free convection to the forced convection. De­
pending on the region of operation, varying degrees of improved 
and deteriorated heat transfer rates are possible. 

2 In the region where free-convection effects are not im­
portant (i.e., the region covered by the experiments in this in­
vestigation), deteriorated heat transfer can occur when the heat 
flux is sufficiently high and the bulk temperature is below the 
pseudocritical temperature. The deteriorated region is confined 
to a relatively small range of bulk enthalpies, depending on the 
fluid and the pressure. 

3 The location and extent of the deterioration is sensitive to 
the details of the system geometry and the inlet subcooling. 

4 Deterioration in heat transfer can occur in both upflow 
and downflow when the free-convection effects are not pre­
dominant. 

5 The introduction of a swirl generating twisted tape within 
the test section substantially improves the heat transfer. How­
ever, if the heat flux is increased to a larger value, deterioration 
can occur again. This is not as sharp as the deterioration in the 
absence of twisted tape. 

6 Deterioration in heat transfer to carbon dioxide was not 
observed by earlier investigators because the inlet temperatures 
were not low enough in their experiments. The different ob­
servations made by different investigators in other fluids can be 
explained in terms of influence of natural convection, orientation, 
and entrance effects. 

References 
1 Styrikovich, M. A., Margulova, T. Ch., and Miropolskiy, Z. 

L., "Problems in the Development of Designs of Supercritical Boil­
ers," Teploenergetika, Vol. 14, (6), 1967, pp. 4-7. 

2 Dickinson, N. L., and Welch, C. P., "Heat Transfer to Super­
critical Water," TRANS. ASME, Vol. 80, 1958, pp. 746-752. 

3 Shitsman, M. E., "Impairment of the Heat Transmission at 
Supercritical Pressures," High Temperature, Vol. 1, No. 2, 1963, 
pp. 237-244 (translated from Teplofizika Vysokikh Temperatur). 

4 Shiralkar, B. S., and Griffith, P., "Deterioration in Heat 
Transfer to Fluids at Supercritical Pressure and High Heat Fluxes," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 91, 
1969, pp. 27-36. 

5 Hall, W. B., Jackson, J. D., and Khan, S. A., "An Investiga­
tion of Forced Convection Heat Transfer to Supercritical Pressure 
Carbon Dioxide," 3rd Annual Conference in Heat Transfer, Institu­
tion of Mechanical Engineers Section, pp. 257-266. 

6 Sabersky, It. H., and Hauptmann, E. G., "Forced Convection 
Heat Transfer to CO2 Near the Critical Point," International Journal 
of Heat and Mass Transfer, Vol. 10, 1967, pp. 1499-1508. 

7 Koppel, L. B., and Smith, J. M., "Turbulent Heat Transfer 
in the Critical Region," International Developments in Heat Transfer, 
Part 3, ASME, 1961, pp. 579-585. 

8 Khan, S. A., "Forced Convection Heat Transfer to Fluids 
Near the Critical Point," PhD thesis, Victoria Universitj' of Man­
chester, 1965. 

9 Shiralkar, B. S., and Griffith, P., "The Deterioration in Heat 
Transfer to Fluids at Supercritical Pressure and High Heat Fluxes," 
EPL Report No. DSR-70332-55, Department of Mechanical Engi­
neering, M.I.T., June 1968. 

470 / A U G U S T 1 9 7 0 Transactions of the ASME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 Hall , W. B., " T h e Effects of Buoyancy Forces on Forced Coll­
e c t i o n H e a t Transfer in a Vertical P ipe ," Research Report , N . E . I , 
University of Manchester , Depa r tmen t of Nuclear Engineering, 1968. 

11 Lopina, R. F . , and Bergles, A. E., " H e a t Transfer and Pressure 
I nop in T a p e Genera ted Swirl Flow," E P L Repor t No. DSR-70281-
J7, D e p a r t m e n t of Mechanical Engineering, M. I .T . , 1907. 

12 Hall , W. B. , Personal Communicat ion. 
13 Tanaka , H. , Nishiwaki, N. , and Hira ta , M., "Turbu len t Hea t 

'] lansfer to Supercritical CO2," Semi-Internat ional Symposium, 
J S M E , Tokyo, Sept. 1967. 

14 Krasnoschekov, E. A., and Protopopov, V. S., "An Experi-
inental S tudy of H e a t Exchange in CO2 in the Supercritical Range at 
High Tempera tu re Drops , " High Temperature, Vol. 4, No. 3, 1966, 
;.i.. 375-382. 

A P P E N D I X 

Free-Convection Parameter 
T h e re la t ive i m p o r t a n c e of free convec t ion to forced convec t ion 

1- d e t e r m i n e d b y t h e Grashof and R e y n o l d s n u m b e r s for t h e 

flnw. T h e b u o y a n c y effects will become d o m i n a n t a t l a rge 

S Irashof n u m b e r s a n d smal l R e y n o l d s n u m b e r s . A free-con­

vect ion p a r a m e t e r m a y b e der ived from the m o m e n t u m e q u a -
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conditions for similarity between the three systems are that inlet 
temperature, wall temperature, (Q0/A).D and G.D must be 
identical. Subject to these conditions the Reynolds numbers and 
temperature distributions will be the same and a unique relation­
ship between wall temperature and bulk enthalpy will be ob­
tained. The authors state that there was little difference be­
tween their results for upfiow and downflow, which indicates that 
buoyancy effects were unimportant, but this was certainly not the 
case in our experiments and those of Bouvke, et a).4 Thus if the 
results for similar conditions are compared on a plot of wall tem­
perature versus bulk enthalpy any differences must be attributable 
to buoyancy effects in the larger bore pipe experiments. The con­
ditions for three approximately similar' experiments are summar­
ized below and the wall temperature distributions are shown in 
Pig. 9. 

I t will be seen from the foregoing table that the results selected 
are quite closely comparable on the basis of flow and thermal 
similarity. Fig. 9 shows, however, that the wall temperatures 
for the small pipe are very different from those for the two larger 
pipes. I t will be seen that the wall temperatures for downflow in 
the two larger pipes are considerably less than those for the small 
pipe. (The slight differences between the downflow results for 
the two larger pipes are presumabty accounted for by the slight 
differences between the values of G.D and Q0/AD.) Our own 
results for upward How at the conditions chosen show that buoy­
ancy peaks are developing (see Hall and Jackson6 for a discussion 

5 Hall, W. B., and Jackson, J. D., "Lamimuisation of a Turbulent 
Pipe Flow by Buoyancy Forces," ASME Paper 09-HT-55, presented 
at the ASME-AIC'bE Heat Transfer Conference, Minneapolis, 
Minn., Aug. 1969. 
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Fig. 9 Comparison of the authors' results with those of other recent investigations with 
larger bore tubes 
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la) UPWARD FLOW (b) DOWNWARD FLOW. 

Fig. 10 Effect of buoyancy forces on shear stress for var ious condi t ions of l o w densi ty layer thickness 

of this phenomenon) but nevertheless the wall temperatures 
downstream of the initial peak are substantially lower than those 
obtained by the authors. I t should be noted, however, that a .5 
percent increase in wall heat flux causes the first buoyancy peak 
to reach 220 deg, without substantially affecting the wall tem­
peratures downstream. 

We have until recently tended to interpret our own results on 
the basis that the only anomalous effect was the peak observed 
in upward flow, and that the flat temperature distribution for 
downward flow was characteristic of the case when buoyancy 
forces, although present, were not greatly affecting heat transfer. 
This interpretation no longer seems tenable, and one is forced to 
the conclusion that in downward flow the buoyancy forces in the 
wall region, materially increase heat transfer. I t also seems that 
in upward flow the heat transfer coefficient following a tempera­
ture peak caused by buoyancy forces reverts to a level which is 
higher than that for a flow in which buoyancy forces are negligi­
ble. A possible mechanism is illustrated diagrammatically in 
Fig. 10. 

In the case of upward flow the shear stress is modified pro­
gressively as the low density layer adjacent to the wall thickens. 
A critical situation is reached at which the shear stress over the 
greater part of the cross-section is zero, and turbulence production 
in the region will then cease. If this is achieved with a sufficiently 
thin wall layer5 a low heat transfer coefficient will result. Further 
thickening of the wall layer causes the shear stress to reverse in 
the central region, turbulence production will be restarted and 

heat transfer will improve. I t now looks as though the final 
situation will result in a higher heat transfer coefficient than that 
obtained with no buoyancy forces. 

With downward flow the shear stress is modified in such a 
manner that it increases everywhere resulting in a greater heat 
transfer coefficient than tha t obtained with a small buoyancy 
effect. 

C. R. Kakarala6 

The authors clearly explain the effects of the different variables 
and this was supported by the appropriate experimental data. 
Inlet enthalpy effect on the heat transfer deterioration was ex­
plained on the basis of considerable influence of entrance effect 
when the pseudocritical temperature is in the fluid film next to 
the wall. However, no mention was made nor any experimental 
data presented in the paper regarding a difference in heat transfer 
deterioration phenomenon in the inlet side of test section as com­
pared to that on the outlet side. 

The experimental data obtained at the Babcock & Wilcox 
Company with supercritical pressure water show there is a 
marked difference between "inlet temperature peaks" and those 
high temperatures occurring near the outlet of the test section. 

6 Senior Performance Engineer, Power Generation Division, Bab­
cock & Wilcox Company, Barberton, Ohio. 
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This is clearly shown by the data in Figs. 7 and 8 of a technical 
paper to be presented at this conference.7 In particular, the data 
in Fig. 8 of this reference for bulk temperatures much below 
pseudocritical temperature show there is a sharp temperature 
peak on the inlet side followed by sudden decrease in temperature 
prior to the more gradual but large increase near the outlet. 

The large improvement in heat transfer in a short distance 
after the inlet temperature peak cannot be explained on the basis 
of bulk fluid properties, as the bulk temperature is far below the 
pseudo-critical temperature. In the authors' previous paper, the 
improvement in heat transfer following deterioration was attrib­
uted to the fact that the bulk temperature is very close to the 
pseudocritical temperature. On the basis of the above referenced 
results, it appears likely that the improvement in heat transfer 
after the first peak is associated with the effects near the wall 
rather than bulk fluid conditions. Some upstream entrance effect 
associated with the boundary layer development might be pos­
tulated for the behavior of heat transfer on the inlet side. The 

? Ackemmu, J. W., "Pseudoboiling Heat Transfer to Supercritical 
Pressure Water in Smooth and Ribbed Tubes," Paper 09-WA/HT-2 
Presented at the ASME Winter Annual Meeting, November, 1969, 
8 pp. 

authors' opinions on what appears to be two regions of heat trans­
fer deterioration would be of great value. 

Authors' Closure 
The comments of Professors Hall and Jackson and Mr. Kaka-

rala are appreciated. 
Hall and Jackson have elaborated on a point made in the 

paper, viz., the importance of natural convection as a parameter 
in determining the heat transfer coefficient for supercritical 
pressure fluids, and have graphically demonstrated this by com­
parison with their data. We feel that the mechanism whereby 
the buoyancy effects influence the heat transfer is not completely 
understood at present and needs to be investigated further. 

The "inlet temperature peaks" observed by the Babeoek and 
Wilcox Company researchers, to which Kakarala refers, are 
probably also due to the influence of free convection, which is 
dominant for the low mass flux and large diameter tubes used in 
their tests. As mentioned in the paper, under these conditions, 
the temperature peaks are much sharper and do not occur in a 
well defined slightly subcritical enthalpy region. 
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The Elect of Thermal Conductivity 
of Plating la tera l on Thermal 
Contact lesistance 
Plating of a base material of low thermal conductivity with materials of high thermal-
conductivity was considered. The solution for an elemental heat channel {single con­
tact) is given. Experimented results for contact resistance of a plated single contact 
agreed well with the prediction. In general, results indicate that considerable reduction 
in thermal contact resistance can be achieved by plating; for example, stainless steel 
plated with copper of a thickness of the order of the contact size radius will reduce the 
resistance by more than an order of magnitude. A procedure is presented for extending 
the results for a plated elemental heat channel to the calculation of thermal contact re­
sistance for nominally flat-plated surfaces in a vacuum. 

Introduction 

|N the last twenty years, considerable work and 
publications have been devoted to the problems of thermal con­
tact resistance. Initially, one contact point (an elemental heat 
channel) was considered. Some of the major theoretical con­
tributions in this area are listed in references [ l ] 1 to [8]. The 
solution for an elemental channel can be used for evaluation of 
contact resistance for multiple contacts for the contact between 
nominally flat, rough, surfaces (e. g. [2], [">], [7]) or directly ap­
plied for calculation of macroscopic constriction resistance for 
wavy, smooth surfaces (e. g. [4]). Combined roughness and 
waviness with cross effects on the respective contributions was 
also considered [9]. 

The result for thermal contact resistance through one half of an 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, of 
THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received by Heat Transfer Division, June 6, 1969; revised manuscript 
received May 1, 1969. Paper No. 69-WA/HT-9. 

elemental heat channel in a vacuum can be expressed (see for ex­
ample [7], [8]) as: 

A7' 1 , / a\ 

Q represents the heat flow rate through the channel. A71, a, and 

b are introduced in Fig. 1. \p I - j is a geometrical factor which 

can be approximately given ([7], [8]) as 

^ = c ( i - f ) " ° (2) 

Where C = 1 for a constant temperature condition over the 
actual contact area (-zra2) and C = 32/37T2 for a constant heat flux 
condition over the contact area, k is thermal conductivity of the 
material where constriction of heat How occurs. 

I t follows from relation (1) that thermal contact resistance is 
inversely proportional to thermal conductivity of the material in 
the disturbed region (where isothermal surfaces are not parallel 
with the interface). Thus any increase in thermal conductivity 

•Nomenclature-

a = radius of a contact 

b = radius of heat channel 

6i = hypothetical intermediate ra­
dius 

H = hardness 
/ „ = Bessel function of order n 

k = thermal conductivity 
n — number of contacts per unit area 
P = interface pressure 

Q = heat rate per channel 

R = contact resistance for one half of 

unplated channel 

lis = contact resistance for one half 

of plated channel 

R = contact resistance per unit area 

r = radial coordinate 

z = axial coordinate 

X = eigenvalue 

(3 = eigenvalue 
5 = layer thickness 

4>, </>' = contact resistance factor 
i/' = contact resistance factor 

1 = material of high conductivity 
2 = material of low conductivity 

I, I I = upper and lower halves of heat 
channel, respectively 

ar = average 
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V-- /0 
a" 

Fig. 1 Elemental heal channel 

in the vicinity of contact points will reduce the value of thermal 
contact resistance for a fixed geometry. Consequently, the plat­
ing with materials of high conductivity should have significant 
effect on the reduction of the contact resistance. We should 
like to mention, however, that plating could be used also to 
change geometry of a contact for the same interface load. This 
effect is due to a generally different yield strength of plating ma­
terial than the base (plated material), and was the motivation 
for some experimental work; e. g., Fried [10] measured contact 
resistance for stainless steel pair with one surface plated with 
magnesium and both surfaces plated with aluminum, respec­
tively; Weills and Ryder [11] inserted at the interface a thin 
stainless steel disk plated on both sides with copper. 

The last experiment is not related to the effects we are con­
sidering here. Also, the plating of only one contacting surface 
could have only a limited effect, since the whole constriction on 
the unplated side still has to take place in a low conductivity ma­
terial. When both surfaces are plated, one gets combined effects 
of a change of thermal conductivity in the region of constriction 
and a change of the geometry of contact. Fried [10], as pointed 
out above, performed one experiment of this type. He obtained 
an order of magnitude reduction in the resistance and attributed 
the whole effect to the geometry changes (higher contact area). 

The thermal conductivity effects in plating were never con­
sidered to be a factor in the resistance reduction. Moreover, 
from the available experimental results, it is not possible to sepa­
rate and see the significance of the phenomena we are investigating 
in this work. 

One can eliminate the effect of geometry change from thermal 
conductivity effects in actual experiments of nominally flat, low 
conductivity surfaces in contact, for example, by comparing the 
results when only one surface is plated and when both surfaces 
are plated, respectively. This type of experiment has never been 
done. These results, too, would be of limited value, since they 
cannot be generalized unless all the information concerning the 
number of contact points and their distribution, for a given pres­
sure used in the experiments, are known. 

I t can be concluded, then, that the most useful results relevant 
to the goals of this work are the results for a plated elemental 
channel which can be then generalized and applied to multiple 
contact problems (in the same way as the result for an unplated 
channel is presently used for prediction of thermal contact re­
sistance for two unplated surfaces in contact). 

For the above reasons, the effect of thermal conductivity of 
plating material for a fixed geometry and fixed base material was 
studied first theoretically on an adapted model and then the 
validity of the solution was verified by the experimental results 
performed on a plated model of a contact point. 

Analytical Solution 
(a) Model. In Fig. 2, one half of a plated elemental heat chan­

nel is shown. The two conditions of constant temperature and 
constant heat flux over the contact area 7ra2 will be investigated. 

The divergence of heat flow lines takes place partially in the 
plated region and partially in the base material. The problem is 
specified with the following relations: 

dT 
— = 0 
dz 

V*T = 0 

a < r < b 

T = const or — A'i — = — 
dz ir a2 

z = 0 

0 < r < a] 

dT 

Or 

dT 
h Yz 

-• o 

= Q 
7T62 

and 

where Q is the heat flow rate through the channel and A-i thermal 
conductivity of the plating material (0 < z < 5), 

In order to get the true temperature distribution in the com­
posite cylinder, one has to consider separately the two regions, 
equating the temperature and the heat flux a t all points over 
0 < r < b, z = 5. However, since we are looking here only for 
the value of thermal contact resistance, rather than the exact 
temperature distribution, an attempt will be made to estimate 
the total resistance by considering only the resistances in the two 
separate regions as follows. 

I t will be assumed that the contribution to the total constriction 
resistance due to the constriction occurring in the plated region 
{Hi) could be represented by an equivalent constriction through 
the disk of plating material (0 < z < S), see Fig. 2(6), from 7ra2 

area at z = 0 to 7r6i2 area at z = 5, with constant heat flux con­
ditions there. Physically, irbx° represents the area at z = S which 
is effectively used to transfer the heat from the plated layer to 
the base (see Fig. 2). How much of the plated layer is used ef­
fectively depends, of course, on all geometric parameters {B/a, 
a/6) as well as the conductivity ratio between the two regions. 
Initially, the value for &i is unknown. The analytical solution 
for this part of the problem is given in the Appendix. When con­
stant, heat flux is imposed over the contact area TTO2 at z = 0, the 
thermal contact resistance for the plate can be expressed as 

Hi = 
TTkid 

5 a 

a 6i (3) 

An analytical expression for 4>' is presented in the Appendix and 
also given graphically as a function of a/bi in Fig. 3 for different 
values of parameter S/a. 

For conditions of constant temperature over contact area (7ra2), 
4>' in the expression (3) should be replaced with <f>. The expres­
sion for <p is given in the Appendix and also presented in Fig. 4. 

-fTr T i -r 
I - ' ' ^ - Y 

I'-S 

1 

\JSA 
°r /o. 

Ĥ  r Vt,H 

> 

1 - M 

Fig. 2 Model of elemental heat channel for plated contact 
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Fig. 3 
spot. 

i V 
Contact resistance factor for plate. Uniform heat flux at source 

Fig. 4 Contact resistance factor for plate. Constant temperature at 
source spot. 

The constriction resistance in the base material (A'2) will be 
represented by the resistance caused by the constriction of heat 
flow from -ir&r area at z = 8, where the uniform heat flux condition 
exists, to TT62 area far away from z = 5, whore the isothermal 
surfaces are parallel with the interface. This resistance, then, 
can be written, using equation (1), as 

4A,fc, Y \b (4) 

where k-> is thermal conductivity of the base material. The exact 
expression for ip 1H presented in reference [8] and can be approxi­
mated with relation (2) (C = 32/3ir2) where a in equation (2) 
should be replaced with hi. 

The combined resistance for the disk and base material, as 
considered in (he model, is given, then, by the following expres­
sion: 

A" = A\ + A>, = -----
4A'2« 

10/,', 

~w A, 

8 a 

a 61 lhr \ b (o ) 

If constant heat, flux is prescribed over the contact area, 4> in 
equation (o) should be replaced with (/>'. 

It should be noted that, equation (">) does not represent the 
exact, solution to the problem at hand, since the condition of 
equality of the temperatures of the plating and base material was 
not satisfied for every point, across their junction plane (z = 8). 
liather, the space-averaged temperature (in the region 0 < r < hi) 
of the two materials was kept equal. 

(b) Evaluation of the Overall Thermal Contact Resistance. Expres­
sion (5) still does not represent the total resistance of the plated 
elemental channel (Fig. 2(a)); the value for 6i is not known. For 
fixed re, A'i, k->, and h, relation (5) will yield different values for IV 
for different, In. It can be seen from Fig. 4 that the first term on 
the right-hand side of equation (.")) increases with increasing bj. 
The second term will decrease with increasing 6i (see equation 
(2)). To determine the value of hi which one should use in ex­
pression (5) to approximate the total resistance of the plated 
channel, we recall that, of all possible resistances which can be ob­
tained by an artificial choice of flow line distributions, the actual 
resistance (without changing the boundary conditions) would be 
the one which gives the minimum resistance. Hence, for a fixed 
geometry and given thermal conductivities, the choice for bi(a < 
h\ < b) for which A" has a minimum will approximate the actual 
constriction resistance of the channel. I t is expected that Fl'mm 
(denoted further with A\) will approximate the constriction re­
sistance for the channel, giving an upper bound for the resistance, 
since the model used (Fig. 2(6)) imposed more restriction of flow 
path distribution than the actual channel (Fig. 2(a)). 

The relative reduction of the thermal contact, resistance, ac­
complished by plating, may be approximated then (from (5) and 
( l ) ) a s : 

It 

16 h, 

IT A', 

8 a 

a' hi 6i V b 

* 

a 8 kA 
b'a' kj 

(6) 

For constant heat flux over the contact area, r/> in (6) should be 
replaced with cf>'. 

For each particular geometry ( - and - } and the conductivity 

ratio © 
' ! ) 

the minimization of the term in the brackets in equa-

Journal of Heat Transfer 

tion (6) were carried out on an I B M computer 1130. The re-
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- lit mg values for Rs/R as a function of I - J with - as a parameter, 

mi' presented in Figs. 5 to 8 for four different values of — (from 5 

in 20 in increments of 5). Both types of boundary conditions 
m 'T the contact area are presented. As it can be seen, results 
fin rhe two different conditions considered are about identical. 

The effect of plating (reduction in the contact resistance) in-
riea^es with increasing 8/a, a/b, and ki/kt. The limiting value 
h.i Rs R is ktjki (occurring for sufficiently thick plating). Ac-
I'niding to the results presented in the figures, considerable reduc-
ii'in can be accomplished with relatively thin plating. 

The results, we should like to emphasize again, are not based on 
e:,art solutions but rather on the model which introduces some 
.•,inivalent area of engagement, 7r6i2 (see Fig. 2). To check the 
•. -ilidity of our model, a series of experiments were carried out on 
-pi'cimens which represented one half of a plated elemental 
i-hannel. 

Experimental Results and Their Comparison 
With Prediction 

Specimens which represent one half of a plated channel are 
made in the following way: A 3-in. dia by 3-in. long stainless 
-icel cylinder (SS 303 type) was soldered to a 3-in. dia by 2.5-in. 
long copper cylinder (B 133 type) over one of their bases which 
had previously been made optically flat (in order to minimize the 
i-ilect of soldering). The thermal resistance across the soldered 
interface was then investigated in an experiment where tempera-
tui'P gradients, in one dimensional heat flow, were measured 
in both copper and stainless steel cylinders. No measurable re-
-lMance across the soldered interface was detected. Following 
the soldering resistance test, the copper part of the composed 
cylinder was machined to produce a specimen of the type pre-
-ented in Fig. 9(a). In this way the plating material and smaller 
i-ylinder (of radius a) are made of the same piece and thus the 
only constriction resistance in the system was the constriction re-
-r-tance occurring partially in the plated region of the larger 
i'ylinder (of radius b) and partially in the base material. One 
half of a plated channel then is represented by the large composite 
<-\ Under. The role of the small cylinder is to supply heat over 
na- area. I t is known that the value for constriction resistance 
is not very sensitive to a choice of the mode of heat supply over 
the contact area (see for example [8], or compare constant C's in 
equation (2)). Consequently, one should not expect that the way 
heat was supplied in our model (through the copper cylinder of 
radius a) would effect applicability of the experimental results. 
The above was experimentally verified by measuring the thermal 
contact resistance for a specimen which was made of one material 

R 

0 .05 

CONSTANT JJX AT CONTACT SPOT 

~ = 7'1: ( 

— PREDICTED 

» EXPERIMENTAL o /b = 0 . 0 8 3 3 

& EXPERIMENTAL a/b = 0. 1666 

+ EXPERIMENTAL o / b = 0 . 2 5 

0.5 

Fig. 10 Results for 
R \a'b) 

(staiulesss steel) and had the same geometry as the plated speci­
mens (Fig. 9(a)). The recorded value agreed very well with the 
prediction obtained from equations (1) and (2) with choice for C 
corresponding to constant heat flux conditions over ira2 area. 

The experiments on a plated contact were carried out for three 
different values of parameter a/b (0.0833; 0.1666; 0.25) and four 
values of 8/a (0.5; 0.1; 1.5; 2.0) for each value of a/b. The con­
ductivity ratio (ki/k-i) was 23. 

The locations of 28 gauge chromel-alumel thermocouples (used 
in the tests) are indicated in Fig. 9. The thermocouple beads 
were placed at the center line of the specimens (through holes of 
0.062-in. dia) with the exception of the specimen with the smallest 
dia of copper cylinder (0.25 in.) where holes in the copper 
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Fig. 9 Temperature distribution in plated contact model 
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part of the specimen were y32 in, in depth (in order to avoid 
significant disturbance of heat flow, which would be produced 
by drilling the holes to the centerline). 

The test specimens were employed as heat meters. From the 
measured temperature distribution, Q was calculated for both 
cylinders (stainless steel and copper). The agreement between 
the two values was within 1 percent. 

In Fig. 9(b) it is shown how the temperature drop (AT) due to 
the constriction was calculated. 7V was obtained by the ex­
trapolation from readings of thermocouples five to eight. T\ was 
found similarly from thermocouples one to four. In the process 
of extrapolation, temperature dependence of the respective ther­
mal conductivities was considered (using information from ref­
erence [12]), 

Temperature T-," was obtained from known thermal conduc­
tivity ki, heat flow rate Q, and temperature T-a'. 

In all the tests performed, the direction of the heat flow was 
from copper (smaller cylinder) to stainless steel. The average 
AT encountered in the experiments was around 20 deg F (mini­
mum 6 deg F, recorded only once, and maximum 42 deg F). The 
average mean interface temperature was around 170 deg F 
(minimum 94 deg F, maximum 278 deg F). A detailed descrip­
tion of experimental procedure and tables with measured quanti­
ties for each run can be found in reference [13]. 

A comparison between experimental results and the prediction 
calculated from equation (5), using constant heat flux conditions 
over the contact area, is presented in Fig. 10. As can be seen 
from the figure, the agreement is good. The maximum discrep­
ancy was about 20 percent, occurring at low values of 8/a. In 
this range, the experiments show even higher reduction in the 
'constriction resistance than predicted. This trend was expected 
since, as it was pointed out earlier, the actual resistance should be 
smaller than or equal to the resistance caused by any artificial 
choice of heat flow path. 

Application 
Based on the good agreement between the theoretical predic­

tion and experimental results demonstrated in the previous 
section, the acceptance of the model and the conclusions achieved 
seems to be warranted. From this position, we will briefly 
describe applicability (and limitations) of the presented results: 

We consider the effect of plating on one half of an elemental 
heat channel. Consequently, when real contact is to be con­
sidered, contact resistance for both halves should be taken into 
account separately. 

Thus, for a whole channel: R — Hi + Ru where Ri and Rn 
are the respective resistances for the two halves. Generally, 
they would be different. 

For good results one has, for the same base material of low con­
ductivity, to plate both sides of the interface. The procedure for 
evaluating the thermal contact resistance for nominally flat, 
plated surfaces in contact is as follows: 

From assumption of plastic deformation of surface irregulari­
ties one can determine the geometric factor (a/b) as: 

M0" (7) 

where P is the interface pressure and Hi, microhardness of the 
softer material at the interface. 

Estimate the number of contacts per unit area. The proce­
dure, based on the assumption of normal distribution of surface 
irregularity, is outlined in reference [7]. 

Assuming that all contacts are of equal size, one gets the con­
tact resistance per unit area: 

1 
Since n = ~- ( b y definition), then from (7): 

p YA 

nirHi 

Finally, from (6) and (7): 

R = +-
4an 

where 

.(i/''1 + (4/'' 
follows from (8) and \p, for known 

(») 

(10) 

from Fig. 

From calculated a (equation (10)) and known 5i and 5u, as 
well as (k\/ki)i and {ki/k-iju, one can evaluate l'\ and Fu from 
Figs. 6 to 9, for conditions of constant temperature over the con­
tact area, using extrapolation if necessary. 

The foregoing procedure applies only for flat surfaces in con­
tact, where contact size (a) is sufficiently small so that reasonable 

/ 8 . \ 
plating I with of order 0.2o I would have significant; effect on with of order 

a 

* - * • R 

n n 
n 

(8) 

the contact resistance. In the case of wavy surfaces in contact, 
the radius of the contour area (which contains microscopic con­
tacts) is much too large to be affected by a plating. Thus, we 
may conclude that a favorable effect of plating could be achieved 
only for contacts where the microscopic part of the interface re­
sistance is predominant. 

Conclusions 
Plating of conducting metallic surfaces in contact, in addition to 

changing the deformation parameters, provides a layer where 
part of the heat How line constriction will take place. The latter 
effect, for the case of a layer of higher thermal conductivity than 
the plated material, was considered in this work. 

Based on the adapted model, in which the contact resistance 
is divided into contributions from the plated and base region 
separately, a theoretical prediction for a plated contact is de­
veloped. The result, for different values of pertinent parameters, 
is presented graphically. The experimental measurements on a 
model of a plated contact agreed very well with the predictions. 

For nominally flat surfaces, or more generally, when micro­
scopic constriction is the predominant resistance in the system, 
the effect of plating of contacting surfaces on reduction of the 
thermal contact resistance could be very significant—in some 
cases producing an order of magnitude reduction in the re­
sistance. 
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Co, of course, cannot be found with the type of boundary condi­
tions specilied here. However, it readily follows from (A10) and 
(A7) that Co is the average temperature at z = 8. 

The thermal contact resistance is specified with 
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The authors have presented results which provide a means of 
making approximate calculations on the effect of plating on 
thermal contact resistance. The basic idea being that the addi­
tion of a layer of a good thermal conductor on the contact surface 
should spread the flux more rapidly and thereby help alleviate the 
constriction resistance. The development of the analytical ex­
pressions is straightforward and requires no further comment. 
However, a fundamental question of procedure appears to be in 
order. 
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It seems neither necessary nor prudent to run the experiments 
described in the paper in order to obtain data with which to com­
pare the approximate analytical results. The problem ana­
lyzed is one of pure thermal diffusion. In the experimental model 
care was taken to make it also a pure diffusion model. Thus the 
experimental results amount to a test of diffusion theory. In 
this type of experimental work where one has to calculate slopes, 
extrapolate measured temperature profiles, etc., inaccuracies of 
the order of 10-20 percent are common. In viewr of this it seems 
not only unnecessary to use experimental results but, indeed, un­
fair to the analytical work to compare it so. 

Since the problem under study is one of pure diffusion it would 
seem more appropriate to compare the approximate analytical 
results with results obtained from an accurate numerical solu­
tion. Well-conditioned finite-difference computer codes for 
diffusion problems of this type can be used to obtain results to any 

practical degree of accuracy desired. In this way the usefulness 
of the approximations could be better judged. 

Authors' Closure 
Professor Moore's suggestion concerning the use of a finite-differ­

ence method for a verification of the approximate analytical re­
sults was a very good alternative. However, a possible inaccuracy 
of the experimental method (used in the work) of the order of 10-20 
percent is still an order of magnitude lower than the effects we 
were looking for. For this reason, it was thought that, the results 
from the method are sufficiently accurate for our purpose. 

A finite-difference approach which would give better accuracy 
and cover the same range of variables as was accomplished by the 
experiments was considered to be less economical under the present 
circumstances. 
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Heat Transfer From Plasma in Tube Flow 
Heat transfer data are reported for partially ionized argon flowing in a water-cooled 

circular tube, '/•> in. in dia. Experiments were run with initial mixed-mean tem­
peratures up to 21,000 deg R at Reynolds numbers from 140-527 based on equilib­
rium properties evaluated at the entrance mixed-mean temperature. Measured plasma 
floiv Nusselt -numbers computed on an enthalpy basis correlate well with low temper­
ature, constanl property results after the first 5-10 diameters of the tube entrance 
region; closer to the entrance, Nusselt numbers were about 30 percent higher than con­
stant property entrance region predictions. The tendency of the data to approach the 
constant property solution rapidly was predicted by a laminar finite-difference anal­
ysis for plasma floiv published earlier [ / ] . ' The analysis ivas modified for the 
present study to improve its accuracy. The finite-difference theory under predicts the 
heat transfer in the first few tube diameters; two possible reasons for this discrepancy 
are the poor resolution in the inlet enthalpy profiles near the tube wall and nonequi-
librium between electrons and heavy particles in this region. 

1, 
Introduction 

I HE design of devices requiring containment of a 
plasma, such as nuclear rockets, gaseous-fueled reactors, and mag-
netogasdynamic generators, demands accurate information for 
prediction of heat transfer between working fluid and the solid 
structure surrounding it. This information becomes particularly 
critical when desirable operating temperatures for these devices 
may considerably exceed the melting temperature of even the 
exotic metals. 

The flow of a partially ionized gas in a channel is characterized 
by the predominance of several effects which are of lesser im­
portance at temperatures below the ionization level. Variations 
in thermodynamic and transport properties between tube center-
line and wall may reach order of magnitude proportions; radial 
convection, usually neglected in heat transfer at relatively lower 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1970, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received by the Heat Transfer Division, September 11, 1909; revised 
manuscript received March 9, 1970. Paper No. 09-WA/HT-54. 

temperatures, may be appreciable due to large radial density 
gradients; and radiant energy fluxes comparable in magnitude to 
the eonvective heat flux may exist because of ion-electron re­
combination and high energy electronic excitation. 

.Measurements of variable property heat transfer in tubes by 
Davenport and Leppert [2] and by Kays and Nicoll [3] indicate 
no significant departure from constant property results for 
laminar flows below 2,300 deg F. The same is true for turbulent 
flow experiments of Humble, el al. [4] and Kays [5] for wall-to-
bulk temperature ratios from 1.0-0.38. Massier, Back, and 
Roschke [6] have measured heat transfer in argon at temperatures 
up to 13,900 deg li and found that, although temperature and 
velocity profiles in the boundary layer differ markedly from the 
constant properties case, gross heat transfer behavior is essentially 
unchanged. 

Heat transfer measurements for helium, nitrogen, and argon 
flowing in water-cooled, circular tallies have been reported by 
Johnson, Choksi, and Eubank [7] and by Skrivan and von 
Jaskowsky [8]. In these investigations, maximum entering tem­
peratures for the argon tests were less than 7,000 deg K, which is 
well below the temperature at which ionization effects become 
significant. Also, in the study of Johnson, et al., the flow under-

•Nomenclature-

cp = specific heat 

1) — tube diameter 

G = mass flow per unit cross-sectional 

area 

h = enthalpy 

k = thermal conductivity 

-Vxu = Nusselt number, rj"' l)/(k/cp}Jhm 

- h„.) 
Ni Prandtl number, l*mcp,m/k„ 

ArRe = Reynolds number, GD/JX„ 

A'st = Stanton number, q"/(/(„, — hw)G 
q" = heat flux per unit area 

r = radius 
Co = tube radius 
v = velocity 

x = axial distance from tube entrance 

x+ = iioiidimensional axial distance 
from lube entrance, x/r0A

r-nv^"vr 

(x = viscosity 

e = error in energy balance 

Subscripts 

m = property evaluated at mixed mean 
temperature 

L = local condition 
0 = condition at tube entrance 
iv = property evaluated at wall tem­

perature 
x = condition based on axial distance 

from tube entrance 
ft = quantity calculated on enthalpy 

basis-
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went a sharp expansion upon entering the constant-diameter test 
section, and the flow pattern must therefore have been quite dif­
ferent from that in a constant-diameter duct. 

The case of laminar plasma flow in a circular tube, including 
the effects of variable properties, radial convection, and radia­
tion, has been studied analytically by Incropera and Lepperf [1]. 
To facilitate comparison of these analytical predictions with ex­
perimental data, certain modifications to the finite-difference 
procedure were made in the present study [10]. Enthalpy and 
velocity profiles at the tube entrance were measured for three 
representative laminar flow conditions using a calorimetric probe. 
These starting profiles were then used as initial conditions in the 
finite-difference analysis, and predicted heat transfer results were 
compared with the tube measurements for the three test cases. 
Heat transfer data were also obtained for several cases in the flow 
regime considered to be transitional or turbulent. 

Description of the Experiment 
A plasma generator of the Gerdien arc-jet type was used in 

this investigation to produce a stream of partially ionized argon 
with bulk enthalpies up to 4,450 Btu/ lb (i.e., mixed mean tem­
peratures to 21,000 deg R). Initial enthalpy of the plasma was 
determined by an energ3' balance on the arc generator. A copper 
anode with a '/.-in-dia straight nozzle section was used so that no 
area change was encountered when the gas stream entered the l/a-
in-dia test section upon leaving the plasma generator. 

The test section, shown schematically in Fig. 1, consisted of a 
series of individually cooled segments, each containing a 3 / i in. 
length of the Va-in-dia copper tube. These segments were 
mounted atop the plasma generator to form a channel 24.7o in. 
long. 

Heat flux through each tubular segment was obtained by mea­
suring the temperature rise of that segment's cooling water. 
Flow rate was determined by a weight-bucket technique, and 
temperature rise was measured using copper-constant an thermo­
couples installed in the inlet and outlet water lines. Individual 
heat flux measurements were taken only in the first six segments; 
the remaining segments were connected in series, and a single 
average heat flux was determined for the group. The water flow 
rate through the segments in series was adjusted to give a tem­
perature rise comparable to that in the single segments, i.e., 

CHROMEL-ALUMEL 

ETC, - 33 SEGMENTS 

Fig. 1 Diagram of test section (d im. in in.) 

about 30-50 deg R, except in Run 101 when the temperature 
rise in the last group was 84 deg F. Because the argon proper­
ties are nearly constant with temperature variations of this 
magnitude, the wall temperature can be treated as constant. 
Temperature of the gas leaving the test section was measured 
with a chromel-alumel thermocouple. 

To determine tube entry profiles for the laminar cases, a 
Greyrad Model G-l-7 calorimetric probe was used. The probe 
consists basically of a water-cooled sampling tube, '/ie in. outside 
diameter, instrumented to provide an energy balance on the 
cooling water and the gas sample, which is drawn through a 
0.022-in-dia hole in the probe tip. The local enthalpy of the 
plasma stream is determined by taking the difference between 
the energy transferred to the probe when acting as an impact tube 
and the energy transferred when a gas sample is being drawn 
[111. 

For the three laminar test conditions, a single tube segment 
was mounted on the plasma generator and the probe was tra­
versed across the stream diameter with the tip at the entrance to 
this segment. The single segment thus provided a solid bound­
ary for the stream and excluded the diffusion of air into the 
argon plasma. A Beckman oxygen analyzer installed in the 
probe gas-sample line indicated a negligible concentration of 
oxygen in the argon sample. 

I t must be acknowledged that the use of a single tube segment 
to guide and contain the flow beyond the section where the probe 
tip was located was determined by practical limitations imposed 
1)\' the probe shape. In principle, of course, it would have been 
desirable to probe the incoming flow with a sensor of negligible 
size with the full test section in place. However, use of the 
probe at the entrance with even two segments in plate was im­
practical. Since the blockage ratio for the probe in a half-inch 
tube is small, as is the Mach number, the authors felt that the 
most likely source of error from the use of a single segment would 
be back-diffusion of air from the atmosphere. The apparent 
absence of this, as evidenced by the oxygen measurement, was 
accepted as adequate assurance of the validity of the entrance 
condition measurements. 

Table 1 summarizes test conditions for the six run series, three 
in the laminar regime, and three in the transitional or turbulent 
regime. All tests were conducted at atmospheric pressure, and 
each series represents three individual data runs between which 
segment flow rates were varied to bring out any possible sys­
tematic errors in the tests. A fourth laminar run series (Series 
300) was discarded because of instability of the arc jet at that 
particular operating condition. 

The data reduction procedure included an uncertainty analysis 
which estimated probable errors based on 20:1 odds in all calcu­
lated parameters [12], Uncertainties in individual measurands 
were recorded as data during the tests, and these values were 
added to the known instrument precision errors in determining 

Table 1 Summary of heal transfer tests 

(hm 0 in Btu/lb, T m Q in thousands of deg R, iti 

in! lb/min) 

Run 

NRe,o 

hm,o 

^DljO 

m 

NPr, o 

e,i 

Flow 

100 

150 

3850 

20.3 

0.052 

0.795 

3-5 

Lam 

200 

205 

2200 

16.1*5 

0.07lt 

0.585 

1.9 

Lam 

too 

186 

11)50 

21.0 

0.061 

0.808 

'1.7 

Lam 

500 

255 

3575 

19-88 

0.091 

0.780 

2.2 

Trans 

600 

295 

1150 

20.6 

0.100 

0.805 

t.o 

Turb 

700 

527 

r-50 

19.15 

0.193 

0.7*18 

.9.0 

Turb 
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the contribution of each measured variable to the uncertainty 
if the final result. 

The Nusselt number for each segment was computed on the 
basis of mixed mean enthalpy according to the definition: 

ArNu./, = 
q"D 

(k/cPUh,n - K) 

Mixed mean enthalpy at the entrance of each segment was 
computed by subtracting the energy removed from the gas in all 
preceding segments from the enthalpy at the tube entrance. 
Exit enthalpy was, then, the segment-entrance enthalpy less the 
energy removed in that segment. The average enthalpy, hm, 
was taken as the arithmetic average of entrance and exit values. 

Preliminary calculations of the heat transfer resistances to be 
expected between the plasma and the cooling water showed that 
the controlling resistance would, in all cases, be on the plasma 
side. Wall temperature measurements were made with copper-
constantan thermocouples welded to the water side of the tube 
walls in preliminary tests to confirm this fact and to permit the 
accurate calculation of the inside (plasma side) wall enthalpy 
from the average cooling water temperature and flow rate in each 
segment. This preliminary calibration made it unnecessary (o 
use these thermocouples in subsequent tests, thereby making 
assembly and disassembly of the test sections easier. 

Thermodynamic property values were taken from the calcu­
lated results of Drellishak, Knopp, and Cambel [13], and trans­
port properties were obtained from the results of DeVoto [ 14]. 

Results 
The experimental results consist of the entrance enthalpy and 

velocity profiles obtained with the calorimetric probe and of the 
heat transfer rate measurements along the test section, all ob­
tained as a function of the characteristic operating conditions of 
the jet. Analytical results consist of the theoretical curves ob­
tained by a finite-difference solution of the laminar flow equa­
tions (1). 

Laminar Starling Profiles. Enthalpy and velocity profiles at the 
tube entrance for Run Series 100 are shown in Fig. 2, and 
data for Run Series 100, 200, and 400 are given in Table 2. 
The three operating conditions were chosen to give a represen­
tative spread of laminar Reynolds numbers within the enthalpy 
range obtainable with the arc-jet. The upper limit of Reynolds 
number (based on properties evaluated at the mixed mean tem­
perature) for laminar flow was taken to be approximately 200 
from the free-jet transition data of Incropera and Leppert [9]. 
Experimental uncertainties in the calorimetric probe measure­
ments were within ± 5 percent over most of the tube radius, be­
coming somewhat higher in the low temperature region near the 
wall. 

Mass fluxes calculated from integrated probe measurements 
agreed with measured arc-jet mass fluxes within 10 percent, and 
integrated enthalpy fluxes agreed within 17 percent. These 
mass and energy balance closures were within the errors pre­
dicted on the basis of component uncertainties [10]. 

All enthalpy profiles exhibit a tendency to "peak" at the cen­
ter ; these peaks rise to approximately twice the mixed mean en­
thalpy, resulting in typical temperatures of 24,000 deg R at the 
center line, roughly thirty times the absolute gas temperature at 
the tube wall, 1/i in. away. The velocity profiles are similarly 
peaked toward the center; while center-line velocities are quite 
high, Mach numbers are well below 0.1 for all cases because of the 
high sonic velocit3' of plasma temperatures. 

Laminar Heat Transfer. Local heat fluxes, plotted as functions of 
normalized tube length, are shown in Figs. 3(a), (6), and (c) for 
the three laminar run series. Overall energy balances, obtained 
by subtracting the energy absorbed in the test section segments 
from the entering plasma enthalpy and comparing the difference 

©—•—Velocity 
^t Enthalpy 

.10 .15, 
Radius (Inches) 

Fig. 2 Measured inlet enthalpy and velocity profiles for Run Series 100, 
Data for all laminar runs are given in Table 2. 

Table 2 Measured inlet profiles for laminar flow runs 

(Radius Is in inches; enthalpy is in thousands 
of Btu/lb; velocity is in hundreds of ft/sec) 

r 

Series 

h 

100 

V 

Series 200 

h v 

Series 400 

h v 

0 
0 
0 

0.025 
0 .025 
0.025 

0.050 
0 .050 
0.050 

7 - 1 
7 . 0 

7 . 0 
6 . 6 

4 .7 

0 .075 5.0 
0.075 5-5 
0 .075 

. 1 0 0 3 - 8 

. 1 0 0 3 . 4 

. 1 0 0 

. 1 2 5 3-0 

. 1 2 5 2 . 9 

. 1 2 5 -

2 . 6 

2.4 

. 1 5 0 

. 1 5 0 

. 1 5 0 

.200 
,200 
,200 

. 250 0 . 0 9 

1 0 . 6 
9 . 7 
9 . 6 

9 . 5 

7 . 0 
6 . 4 
5 . 9 

4 .8 
4 .5 

3-7 
3-5 

2 . 9 
2 . 1 

2 . 0 
1 .7 

1 . 1 
1 .0 
1 . 0 

0 

5 . 8 
5 -7 
5 . 3 

6 . 6 
6 . 5 

5 . 6 
5 . 4 

4 . 5 
4 . 4 

4 .0 

3 .3 
3-5 

1 .0 
1 . 1 
1 .4 

0 . 0 9 

1 .8 
1 .5 

9 - 3 
8 . 1 
7 . 2 

8 . 6 
8 . 4 
8 . 1 

7 . 9 
6 . 4 

6 . 0 
5-7 

5.0 
4.4 

4 . 1 
3 . 8 

3-0 

1.9 
1.7 
1 .6 

0 . 0 9 

5-5 
5-3 

4 .2 
4 .0 

3 - 3 
3 - 3 
3 - 1 

2 .8 
2 .5 

1 . 3 
1 . 1 

with the measured gas temperature at the tube exit, closed within 
± 5 percent for all cases. 

On each plot are shown two theoretical curves calculated with 
the finite-difference analysis [1], using the measured starting 
profiles as initial conditions. The upper curve in each case repre­
sents the sum of radiative and convective transfer, assuming that 
all radiation is radially directed (i.e., radiation to the tube walls 
upstream and downstream is not included); the gas is optically 
thin; and the tube walls are black. The lower curve includes 
onty the convective portion of the total heat flux. For all three 
cases, a consistent trend is noted of large initial discrepancy be-
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hQ = 3850 BTU/lb 

Finite Difference Analysis 

Convection + Radiation 

Convection Only 

£ r 
>:/D 

Fig. 3(a) Compar ison of predicted and measured heat f luxes for laminar 
tests: Run Series 100 

tween theory and experiment, at the tube entrance, followed by 
fairly good agreement beyond four to five diameters downstream. 
Neither radiation from the arc-jet cathode nor gas radiation can 
account for the large error in the theory in the early entrance re­
gion; even when the most conservative of available argon radia­
tion data were used in the calculations, the radiation heat trans­
fer component was increased by, at most, 50 percent. 

One possible explanation is poor resolution near the tube wall 
in the determination of inlet enthalpy profiles, which results from 
the high uncertainty of the calorimetric probe data in the low-
temperature region [11]. Since the slope of the profile at the 
wall is not accurately defined, a large error might be introduced 
in the initial heat flux computations. After several axial steps, 
however, the analysis tends to become less sensitive to the wall 
slope at the entrance and the method becomes increasingly more 
accurate. 

Another possible explanation for the discrepancy is the occur­
rence of nonequilibrium between ion and electron temperatures 
near the wall in the highly ionized tube entrance region. Mea­
surements of Bahadari and Soo [15] taken in two-dimensional 
flow of an argon plasma at temperatures below 19,000 deg R 
(<3 percent, ionization) indicate that electron temperatures ad­
jacent, to a cooled wall are typically four times the heavy particle 
temperatures, giving rise to thermal conductivities as much as 
ten times the equilibrium wall temperature values. In the 
present experiments, the gas entering the tube is up to 20 percent 
ionized, and the nonequilibrium effect might reasonably be ex­
pected to be even stronger. 

Mixed mean temperatures for the low Reynolds number tests 
are plotted as a function of axial location in Figs. 4(a), (b), and 
(c). Above 16,000 deg R, where ionization causes a large in­
crease in the specific heat, even the large errors in heat flux do not 
produce large temperature errors. Below 16,000 deg R, the low 
value of the specific heat results in a high sensitivity of the tem­
perature to enthalpy errors. This behavior suggests that non-
dimensionalization of heat transfer results might best, be carried 
out on the basis of an enthalpy conductance rather than a tem­
perature conductance. 

-r* h~ 

Q Run Series 200 
7/1/68 

h = 2200 BTU/lb 

K, Re,o 205 

Finite Difference Analysis 

- Convection + Radiation 

Convection Only 

- 5 f j 

x/D 

Fig. 3(b) Compar ison of predicted and measured heal fluxes for laminar 
tests: Run Series 200 

f,00 

£ 0 0 -

r< I-

Q Run Ser i e s 400 
7 /1 /68 
hQ * ^ 5 0 BTU/lb 

Nn„ rt - 186 

F i n i t e Difference Analysis 
• Convection + Radiation 

• Convection Only 

J_„I 

Fig. 3(c) Compar ison of predicted and measured heat f luxes for laminar 
tests: Run Series 4 0 0 . Test condit ions are g iven in Table 1 , measured 
data in Table 3. 

High Reynolds Number Heat Transfer. Heat flux and mixed mean 
temperature data for three run series in the Keynolds number 
range above 200 are presented in Table 3; representative data 
(Run Series 500) are plotted in Figs. 5 and 6. The dotted lines 
in these figures are intended only as a visual aid and do not indi­
cate comparison with theory. 
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Table 3 Measured heat flux and calculated mixed mean temperature 

(q" i s In B tu /h r - sq f t ; Tm i s in deg R x 1 0 " ' 

x/D 

0 
0 
0 

0.75 
0.75 
0.75 

2.25 
2.25 
2.25 

3-75 
3-75 
3.75 

5-25 
5.25 
5.25 

6.75 
6.75 
6.75 

8.25 
8.25 
8.25 

29.25 
29.25 
29.25 

Serl 

q" 

-

617 
577 
570 

181 
205 
196 

133 
138 
11)2 

113 
116 
117 

39 
HI 
13 

51 
56 
55 

9-1 
9-5 
9.3 

es 100 

?m 

20. 3 
20.3 
20.2 

19.0 
19.1 
19.0 

15.7 
16.0 
15.7 

13.0 
13.2 
12.9 

10.1 
10.6 
10.1 

8.8 
8.9 
8.5 

7.8 
7.9 
7.1 

1.7 
1.6 
1.2 

Seri 

q" 

-

387 
381 
380 

121 
115 
121 

97 
100 
99 

97 
91 
93 

38 
11 
11 

19 
50 
50 

12 
12 
12 

es 200 

Tm 

16.5 
16.5 
16.5 

11.7 
11.5 
11.7 

11.1 
11.1 
11.2 

9.5 
9.5 
9.6 

8.1 
8.1 
8.2 

7.1 
7.1 
7.2 

6.1 
6.1 
6.5 

3.6 
3.6 
3.6 

Seri 

q" 

-

758 
759 
762 

279 
275 
271 

177 
185 
182 

152 
157 
163 

62 
67 

183 

71 
78 

112 

13 
18 
13 

es 100 

I'm 

21.0 
20.9 
21.0 

19-9 
19.9 
20.0 

17.1 
17.3 
17.6 

15.1 
11.9 
15.1 

12.5 
12.1 
12.8 

10.6 
10.2 
9.7 

9.1 
8.9 
6.8 

5.7 
3.7 
2.1 

Seri 

q" 

-

792 
•791 
782 

321 
311 
317 

217 
232 
231 

183 
189 
179 

91 
90 

110 

96 
99 
86 

21 
21 
21 

es 500 

Tm 

19-9 
19.9 
19.8 

18.9 
18.8 
18.8 

16.1 
16.2 
16.2 

11.2 
13.8 
13.7 

11.9 
11.1 
11.1 

10.3 
9.7 
9.6 

9.2 
8.6 
8.1 

5.2 
1.6 
1.5 

Serl 

q" 

-

983 
973 
998 

112 
399 
115 

261 
267 
270 

207 
216 
211 

127 
127 
121 

67 
63 
65 

30 
30 
30 

es 600 

Tm 

20.5 
20.7 
20.6 

19.6 
19.9 
19.7 

17.1 
18.0 
17.6 

15.5 
16.1) 
15.8 

13.1 
11.6 
13.7 

11.6 
12.9 
12.0 

10.5 
11.9 
10.9 

5.8 
7.2 
6,2 

Series 700 

<j" 

-

1012 
1017 
1029 

196 
H68 
173 

109 
128 
116 

292 
309 
312 

193 
201 
189 

93 
110 
117 

50 
51 
50 

Tm 

19.2 
19.2 
19.1 

18.1 
18.1 
18.1 

16.6 
16.7 
16.7 

15.0 
15.1 
15.1 

13.1 
13.1 
13.3 

12.0 
12.0 
12.0 

11.2 
11.1 
11.1 

7.1 
6.9 
7.0 

As might be expected from low-temperature studies, heat flux 
tends to increase with increasing Rej-nolds number; as in the 
laminar cases, a steep gradient in the heat transfer occurs in the 
first, one or two tube diameters, the gradient becoming less 
marked as the flow develops downstream. 

Discussion 
Nusselt numbers for all runs computed on the basis of mixed 

mean enthalpy, as defined above, are summarized in Fig. 7. The 
abscissa is the dimensionless distance from the tube entrance, 
with Reynolds and Prandtl numbers computed on the basis of 
local mixed mean temperature properties: 

A'Re.L = 

A'P 

GD 

M,„,t 

Unfit 

1 

''0 A'Ro.iA'pr.t 

Several other correlating parameters, such as Nusselt and 
Stanton numbers based on mixed mean temperature, wall tem­
perature, and intermediate reference temperature, were investi­
gated, and the coordinates chosen were found to give the most 
consistent correlation. 

For comparison, the constant property combined entry leng\h 
solution of Kays [16] is shown. Two features of particular i, -
terestare noted. 

First, there is no sharply defined difference in the nondimen-
sional heat transfer rate between the laminar runs and those for 
which the flow was transitional or turbulent. During the tests, 
it was evident from the sound emitted by the gas flow in the test 
section that a flow transition did indeed occur above entering 
Reynolds numbers of about 200, as expected [9]. The data 
suggest, however, that even at Reynolds numbers well above 200, 
the heat transfer retains a laminar character. This might be ex­
plained by the high thermal conductivities existent in the par­

tially ionized gas, resulting in a situation somewhat analogous to 
that encountered in liquid metals, where molecular thermal dif-
fusivities are of comparable magnitude to eddy diffusivities. 
Alternatively, a laminarization may be brought about by the 
rapid cooling of the plasma entering the tube. In argon, the vis­
cosity reaches a maximum at a temperature of about 20,000 deg 
R, beyond which it drops off sharply. Thus in a turbulent 
gas being rapidly cooled from a temperature above 20,000 deg R, 
a sharp rise in viscosity occurs which might be sufficient to effect 
laminarization. I t should be noted that, while the mixed mean 
temperature in these experiments fell below 20,000 deg R within 
the first few tube diameters, the temperature in the core flow 
remained above this level for a considerable distance downstream. 

The second point, and perhaps the more important from the 
engineering standpoint, is the remarkable agreement between the 
plasma tube flow data and the simpler laminar constant-proper­
ties prediction. For x+ < 0.07, the data fall about 30 percent 
higher than the constant properties solution, due, at least in part, 
to the radiative heat flux from the plasma. This trend is in 
agreement with measurements for the heating of nitrogen and 
helium in the 2,300 deg F range [2]. The tendency of the 
Nusselt number to rapidly approach the constant property value 
was also predicted by an earlier analysis [1]. 

For design purposes, it appears that a Nusselt number of 3.66 
based on enthalpy is applicable for x/D greater than about 10. 
For the early entrance region, the data shown in Fig. 7 may be 
used with the reservation that inlet profiles much different from 
those encountered in the present tests may cause significant error. 

Since radiation in this region may account for a substantial 
portion of the total energy flux, appropriate radiation corrections 
should be applied when extending the present results to gases 
other than argon and pressures other than one atmosphere. 

However, the present status of available radiation data even 
for argon plasma is, at best, uncertain. Published results 
(17-21) show order of magnitude discrepancies in the tempera­
ture range of interest, and, for this reason, no at tempt was made 
in this study to separate the relative magnitudes of the radiative 
and convective heat transfer components. Work is presently 
under way at Stanford University to measure the magnitude of 
the radiation contribution. 
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Fig. 5 Heat flux versus axial position for Run Series 500. Measured 
data for all runs appear in Table 3. 
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Fig. 4 Comparison of predicted and measured mixed mean temperatures 
for laminar tests. Tests conditions are given in Table 1, measured data 
in Table 3. 

In Fig. 8, heat transfer results from the present tests are com­
pared with the data of Massier, Back, and Hoschke [6]. For 
purposes of comparison, Nusselt numbers were calculated from 
the heat flux vs. tube length curves shown in reference [6], using 
their probe-measured enthalpy as a starting point. The present 
data fall somewhat higher than their lower temperature results, 
but the curve slopes are in agreement. 

Conclusions 
The data obtained in these experiments correlate within the 

experimental uncertainty for entrance Reynolds number from 

Fig. 6 Mixed mean temperature^of gas versus axial location for Run 
Series 500. Data for all runs appear in Table 3. 

Kays Constant property 
Combined Entry Length 
(Kef. 21)(Convection Only) 

O 100 
• 200 
O«.o 
a 500 
b 600 
a TOO 

Both Convection sna p.atHf 

"•" ro Tic»zr 

Fig. 7 Experimental Nusselt numbers compared with constant property, 
combined entry length solution [16] 

140-530 when Nusselt number computed on the basis of mixed 
mean enthalpy, according to definition 

I V N 
q"D 

(k/cjm(hm - hj 

is plotted against nondimensional ^-distance based on local 
mean temperature properties. The laminar finite-difference 
analysis [1] accurately predicts heat transfer from the gas after 
five to ten diameters downstream of the tube entrance. In the 
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Fig. 8 Comparison of experimental results compared with data of 
Massier, et ol. [6] 

early entrance region of the tube, particularly in the first one or 
two diameters, the accuracy of the analysis appears to be highly 
sensitive to the shape of the assumed initial enthalpy and velocity 
profiles near the wall. 

The constant property combined entry-length solution pre­
dicts heat transfer rates within the experimental uncertainty in 
the region x+ > 0.07 when Nusselt numbers are computed as de­
fined previously. In the region x+ < 0.07, measured Nusselt 
numbers for the particular inlet conditions tested were about 30 
percent higher than predicted by the constant property theory. 
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Pseudoboiiing Heat Transfer to Supercritical 
Pressure Water in Smooth anil Ribbed Tubes 
Investigations of heat transfer to supercritical pressure fluids have been going on for some 
time, and correlations have been developed for both free and forced-convection conditions. 
In these investigations, unpredictable heat transfer performance has sometimes been ob­
served when the pseudocritical temperature of the fluid is between the temperature of the 
bulk fluid and that of the heated surface. The unusual performance has been at­
tributed to many causes, but one for which more evidence is being collected is that of a 
pseudofilm-boiling process similar to film boiling which occurs at subcrilical pressures. 
This paper, which is an extension of work reported earlier on forced-convection heat 
transfer to supercritical pressure water, presents experimental evidence which, suggests 
that a pseudofilm-boiling phenomenon can occur in smooth-bore lubes. During the 
period from 1963-1966, tubes with ID's from 0.37 to 0.96 in. were tested at pressures 
from 3300-6000 psia and at heat fluxes and mass velocities in the range of interest in 
steam-generator design. The effects of heat flux, mass velocity, tube diameter, pressure, 
and bulk fluid temperature on both the occurrence and characteristics of pseudofilm boil­
ing are discussed. Results of a second, series of tests conducted in 1967, which show 
that ribbed tubes suppress pseudofilm boiling at supercritical pressure much like they do 
film boiling at subcrilical pressures, are also discussed. 

Introduction 

IN RECENT years the area of heat transfer to fluids 
near their critical pressure has been investigated because of 
interest in developing supercritical pressure steam generators and 
nuclear reactors, and in cooling rocket motors and gas turbine 
blades. Based on these investigations, correlations have been 
developed for both free and forced-convection conditions. In 
particular, the increasing demand for supercritical pressure steam 
generators has required continued accurate predictions of water 
and steam heat transfer coefficients over a wide range of operating 
conditions. 

In the process of conducting experiments to study supercritical 
pressure heat transfer, many investigators have reported unusual 
performance in the pseudocritical temperature region, (The 

Contributed by the Heat Transfer Division and presented at the 
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEEHS. Manu­
script received bv the Heat Transfer Division, May 22, 1968. Paper 
No. 69-WA/HT-2. 

pseudocritical temperature is that temperature at which the 
density gradient and specific heat attain maximum values.) 
This unusual performance has been observed in experiments 
while heating water under forced convection [1-6] ' and other 
fluids under both forced and free convection [7-12]. 

The unusual performance has for the most part been observed 
when the pseudocritical temperature of the fluid occurs in the 
thermal boundary layer between the lower-temperature bulk 
fluid and the higher-temperature heating surface. Further, it 
has taken one of two different forms: 

1 A sudden increase in the heat transfer coefficient over that 
associated with normal forced convection, which has been attrib­
uted to a boilinglike process similar to that observed under sub-
cooled nucleate boiling at subcritical pressure. 

2 A sudden decrease in the heat transfer coefficient below that-
associated with normal forced convection, which has been attrib­
uted to a pseudofilm-boiling process similar to film boiling at 
subcritical pressure. This second form has usually been observed 
to occur at higher heat fluxes than that in the first. 

1 Numbers in brackets designate References at end of paper. 

•Nomenclature-

G = mass velocity based on tube ID, 
lb/hr-ft2 

H = enthalpy of fluid, Btu/ lb 

ID = tube inside diameter, or major in­

side tube diameter for ribbed 
tube, in. 

P = pressure, psia 
Th = local bulk fluid temperature, deg F 
Tt = inside tube surface temperature 

X = 

based on calculation using II), 
d e g F 

steam quality by weight, percent 

heat flux, Btu/hr-ft2 
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Fig. 1 Wall temperatures with "normal" heat transfer and with "whist le" 

For example, Goklmann [2] observed an unusual mode of heat 
transfer which he believed could be explained by a boilinglike 
phenomenon resembling nucleate boiling. In tests with super­
critical pressure water flowing through a 0.062-in-ID tube at high 
mass flow rates, two different tube temperature profiles were ob­
served as shown in Fig. 1. He explained that the open circles 
show "normal" forced convection, whereas the closed circles show 
conditions of increased heat transfer coefficient with sub-
cooled boiling at subcritical pressures. He also detected "boil­
ing noise" when this phenomenon occurred, which has also been 
heard during subcritical boiling. 

Shitsman [3] observed the second unusual mode of heat trans­
fer which he attributed to a crisislike process analogous to the 
process by which film boiling occurs at subcritical pressures. 
In tests with supercritical water flowing through a tube at high 
mass flow and under high heat-flux conditions, a sudden decrease 
in the heat transfer coefficient and resulting increase in tube 
temperature was observed as shown in Fig. 2. When the heat 
flux was increased above a certain value, a sudden decrease in the 
coefficient (increased tube temperature) occurred in the outlet 
portion of the 5-ft-long tube. Further increase in heat flux 
caused higher tube temperatures, with the peak temperature 
moving toward the inlet of the tube. The author attributed this 
to blanketing of the heat transfer surface by a lighter phase fluid, 
like steam blanketing at subcritical pressure. 

One of the more recent studies in this area has been by Nishi-
kawa and Miyabe [11] in which they present photographs of 
what they consider to be normal boiling and film boiling of 
supercritical pressure carbon dioxide under free convection. 
Based on their work, the authors report that they are convinced 
both of a boilinglike phenomenon, and the occurrence of a film-
boiling phenomenon at supercritical pressure which they feel 
explains the sudden deterioration of heat transfer coefficient. 

The significance to the steam generator or reactor designer of 
the possible occurrence of a pseudofilm-boiling phenomenon at 
supercritical pressure is that, for the same operating conditions, 
the heat transfer coefficient under film boiling is much lower than 
predicted by available forced-convection correlations. If 
pseudofilm boiling does occur when the heat flux is sufficiently 
high, the heat transfer surface may become overheated. 

The Babcock & Wilcox Company has been investigating super­
critical pressure heat transfer for over 10 years, with the results 
of some of our earlier work presented in 1964 [5], Since that 
time, we have continued our investigation and have collected 
considerable experimental evidence of what is considered 
pseudofilm boiling at supercritical pressure. One objective of 
t his paper is to discuss our observations from a first series of tests 

G= 318,000 I b / h r - f r 
P= 3380 psia 
ID= 0.394 inches 

HEAT 
A 
© 

• 
X 
O 

FLUX- Bti 
70,000 
89,000 
95,000 
107,000 
123,000 

/h r - f t 

24 36 
LENGTH, inches 

Fig. 2 Distribution of wall temperatures along tube length 

conducted from 1963-1966 with smooth-bore tubes and de­
scribe the effects of various parameters on both the occurrence 
and characteristics of pseudofilm boiling with supercritical pres­
sure water. 

Another objective is to describe the results of a second series 
of tests conducted in 1966 and 1967 which show that ribbed tubes 
suppress pseudofilm boiling at supercritical pressure and permit 
safe operation at conditions where smooth tubes are unsatis­
factory. 

Range of Variables. The operating conditions covered for the 
tests described are, in general, those encountered in modern, 
central station, supercritical pressure steam generators. 

The range of variables investigated were: 

Pressure: 3300, 3600, 4000, 4500, 6000 psia 
ID heat flux: 40,000 to 550,000 Btu/hr-ft2 

.Mass velocity: 100,000 to 1,600,000 lb/hr-ft'2 

I D : 0.37, 0.47, 0.73, 0.96-in. smooth-bore 

tubes, 0.71-in. ribbed tube 

Bulk fluid temperature: 170-900 F 

Although all combinations of the foregoing variables were not 
covered, there was sufficient overlap to establish the various 
trends of the data as described in this paper. 

Experimental Apparatus 

A schematic diagram of the apparatus used is shown in Fig. 3. 
The equipment consists of two separate systems. 

1 The system used for controlling the fluid conditions at the 
test section inlet. 

2 The system composed of the test section and power supply. 

This apparatus has been described in detail previously [5, 13] 
and, therefore, descriptions of only the major components will be 
repeated here. 

System for Controlling Fluid Conditions. Referring to Fig. 3, feed-
water is first deiouized to maintain a specific conductance of 
the water between 0.05 and 0.20 mhos/cm. A chemical feed pump 
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rrdds mnmonium hydroxide to maintain a pH of 9.;i at 77 F, and
the deaerator reduees the oxygen to less than I) ppb.

The desired fluid temperatures and mass velocities covered in
these tests were established by means of two independently
operated flow circuits. The fluid in one circuit was heated by a
once-through monotube boiler, whereas the fluid in the other
eircuit was unheated. ERch circuit contained its own centrifugal
booster pump, flow nFasuring orifice, accumulator, and high­
pressure positive-displRcment feed pump. When both circuits
were being used, the two fluids were combined in a mixer with
the total flow at the desired condiUons progressing on to the test
section. A valve was located in the unheated circuit ahead of the
mixer to prevent How instabilities.

Flow rates were measlll'ed by utilizing manometers connected
across orifice plates located in the low-pressure PIll't of each
cireui!. All orifice plates were calibrated in place by weighing
the water now through the orifice over a measured period of time.

Fluid temperatlll'es were measlll'ed with thermocouples in­
stalled in wells located ahead of the mixer in both now circuits
and at the test section inlet and outlet. The thermocouples
were calibrated in plaee against saturation temperatures for
known pressures.

System pressure was controlled by IUl air-operated throttle
valve located between the test section and the condenser, while
pressure was measured with Bourdon-tube gages ahead of the
mixer in both circuits and at the test section inlet and outlet.

Test Sections and Power Supply. Data were obtained on four
smooth-bore test sections and one ribbed tube test section.

The smooth-bore test sections were AISI type 304 stainless­
steel tubes having inside dillmeters of 0.37, 0.47, 0.73, and 0.96
in. Each test section had unheated approach and disclllll'ge
sections. All had 6-ft heated lengths except the 0.73-in-ID
tube which had a 9-ft heated length. Each test section was
heated electrically as a resistance element in the secondary circuit
of R 137-kva tmnsfol'mer, the output of which was contl'Ollecl by
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a saturable reactor to maintain a eonstant heat flux on the tube
for each test run.

The ribbed tube test section was an internally ribbed, stainless­
steel tube having a O.71-in. major ID (rib valley to rib valley).
Six ribs were in the form of a helix, and the pitch was 0.86 in.
A longitudinal section of the tube is shown in Fig. 4. The heated
length of this tube WIlS also 6 ft.

Chromel-alumel thermocouples were resistllnce-welded to the
tube surfaee on dillmetrieally opposite sides of each test section
to measure test section OD metal temperatures along the length
of the tube. The thermoeonple outputs were passed through a
selector switeh and measured with a Leeds and Northrup pre­
cision potentiometer, using an ice-bath junction.

Voltage taps were welded to the surface of the various tubes
llt 6-in. intervals to measure the incremental voltage drop along
the tube. These voltages were then used to calculate local heat
fluxes along the heated length of the test section.

Procedure
The procedure used for this work has also been described in

detllil earlier [5]. Briefly, the specific steps of the test procedure
were:

1 Data were taken at several heat-input rates for constant
mass velocity, inlet liuid temperature, and pressure.

2 The inlet fluid temperature was then changed and step 1
repeated.

3 The mass velocity was ehanged and steps 1 lltId 2 repeated.
4 The same procedure as in steps 1, 2, llnd ~~ were followed for

different pressures.

Results With Smooth-Bore Tubes
In the proeess of studying heat transfer to supercritical pressure

water, tubes of seveml different diameters were investigated.
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Fig. 5 Temperature profile For 0.37-in-ID smooth tube 

Examples of the experimental data that have been obtained 
and observations that have been made are presented in the 
following paragraphs. 

Extensive tests were conducted on a 0.37l-in-ID smooth-bore 
tube for a range of mass velocities, heat fluxes, and pressures. 
Data which are considered to be normal forced-convection data 
as well as data exhibiting the characteristics of film boiling noted 
previously were collected. For example, Fig. 5 shows test sec­
tion temperature profiles at 3300 psia, a mass velocity of 900,000 
lb/hr-ft2, and various nominal heat fluxes of 200,000, 250,000, 
300,000, and 400,000 Btu/hr-ftA 

The first significant item shown in the figure is that all data in 
the lower fluid temperature range exhibit normal trends which are 
readily predictable by available forced-convection correlations. 

However, the second group of data at higher inlet fluid tem­
perature but still below the pseudocritical temperature exhibit 
tube temperature profiles that might be considered in the region 
of both pseudoboiling and filmboiling. As the heat flux was 
increased, temperature.peaking became more severe. Additional 
data obtained at bulk fluid temperatures above the pseudocritical 
temperature exhibited readily predictable trends very similar to 
the low-temperature data. 

Tests over a range of mass velocities on this same size tube 
indicate that, with all other variables held constant (i.e., pres­
sure, heat flux, inlet fluid temperature, tube ID) , pseudofilm 
boiling is the most severe at low mass velocities. Increases in 
mass velocity tend to eliminate the occurrence of the phenom­
enon. For example, Fig. 0 shows test section temperature pro­
files at 4500 psia, a heat flux of 150,000 Btu/hr-ft2, and mass 
velocities of 400,000, 500,000, and 900,000 lb/hr-ft2. Pseudofilm 
boiling was not observed at the two higher mass velocities, but at 
400,000 lb/hr-ft2 temperature peaking was readily observed. 

Tests at other pressures up to 6000 psia show that, with all 
other variables held constant, temperature peaking is the most 
severe at pressures near the critical pressure. As pressure is 
increased above 3300 psia, temperature peaking becomes less 
severe. 

Additional tests were conducted on a 0.731-in-ID smooth tube, 
but over a less extensive range of conditions than covered on the 
smaller tube. An example of data from these tests is given in 

P= 4500 psia MASS VELOCITY,lb/hr-ft2 

0 - 150,000 Btu/hr-ft2 O 400,000 

ID= 0.37 inches D 500,000 

• 900,000 

750 800 850 
ENTHALPY.H, Btu/lb 

900 950 

Fig. 6 Effect of mass velocity on pseudofilm boiling 

Fig. 7, which is for 3600 psia, a mass velocity of 300,000 lb/hr-
ft2, and various nominal heat fluxes. 

It is apparent from the data at higher fluid temperatures also 
that when the pseudocritical temperature occurs in the boundary 
layer between the heated surface and the bulk fluid, temperature 
profiles can occur that are unpredictable with present correlations. 
It is of interest to note at this point that, for this size tube, two 
different locations on the tube show somewhat different evidence 
of pseudofilm boiling. That is, the temperature peaking on the 
outlet portion of the tube, Fig. 7, occurs initially as heat flux is in­
creased and takes the form of rises which cover a considerable 
length of the tube and which are moderately heat-flux sensitive. 
At still higher heat fluxes, temperature peaking begins on the 
inlet portion of the tube. These peaks are extremely heat-flux 
sensitive and take the form of localized temperature rises. The 
tube temperatures between the "inlet" and "outlet" peaks are 
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Fig. 7 Temperature profile for 0.73-in-ID smooth tube 

significantly reduced and approach values which would be pre­
dicted by present correlations. It is very likely that this differ­
ent peaking along the length of the tube is a result of nonequilib-
rium fluid conditions which occur both radially and along the tube 
length in this transient heat transfer phenomenon. 

The effect of heat flux on the severity of the temperature peak­
ing is also shown. As the flux is progressively increased from 
80,000-100,000 Btu/hr-ft2, temperature peaking on the inlet 
portion of the tube becomes the most severe. Further increases 
in the flux would have led to physical destruction of the tube. 

Tests at other mass flow rates and pressures showed the same 
trends as observed with the smaller diameter tube. 

A final example of what is considered to be film boiling in 
smooth tubes is shown in Fig. S for a 0.96-in-ID tube. The data 
are for 3600 psia, a mass velocity of 300,000 lb/hr-ft2, and various 
nominal heat fluxes. 

Both groups of data are in the pseudocritical fluid-temperature 
range, and the unpredictable temperature profiles are evident for 
both. The lower fluid-temperature data show that only minor 
temperature peaking occured at a heat flux of 90,000 Btu/hr-
ft2, but an increase to 100,000 Btu/hr-ft2 caused a severe peak in 
the inlet portion of the tube. Peaking in the outlet portion of 
the tube also occurred, but the peaks were not as severe as those 
at the inlet. 

The second group of data show that at higher inlet fluid tem­
peratures, temperature peaking at the inlet portion of the tube 
was severe at a heat flux of only 70,000 Btu/hr-ft2. This same 
trend was seen for all of the various conditions covered; that is, 
as the fluid temperature approached the pseudocritical tempera­
ture, lower heat fluxes were required to initiate temperature 
peaking, and the peaking was more sensitive to heat-flux in­
creases. 

Tests at other mass flow rates and pressures showed the same 
trends with the large-diameter tube as were described previously 
for smaller tubes. 

With the tests which have been conducted and the evidence of 
temperature peaking that has been obtained, we believe that a 
pseudofilm boiling phenomenon at supercritical pressure can 
occur. The similarity of trends of the peaking data at super­
critical pressure with film boiling data at subcritical pressure 
further suggests that an analogous mechanism is occurring. 

Based on an examination of all the data obtained, the following 
general trends may be identified. 

1 For a given pressure, mass velocity, heat flux, and tube 
diameter, pseudofilm boiling can occur when the fluid tempera­
ture is below the pseudocritical temperature and the pseudo-
critical temperature occurs in the boundary layer. Increases in 
test section inlet fluid temperature cause increasing severity of 
the tube temperature peaking up to a certain point. This point 
is visually just below the pseudocritical temperature. Further 
increases in inlet fluid temperature cause decreasing differences 
between tube and fluid temperatures until temperature peaking 
completely disappears at fluid temperatures above the pseudo-
critical temperature. 

2 For a given pressure and tube diameter, the relation be­
tween the minimum heat flux which will cause pseudofilm boiling 
(whatever the fluid temperature required) and mass velocity is 
shown in Fig. 9. This sketch of a "limit" curve shows that opera­
tion in the region below and to the right of the line for a given 
diameter will cause pseudofilm boiling to occur. Operation above 
and to the left will result in normal forced-convection heat transfer 
that is readily predictable. It can also be seen that as mass flow 
increases, higher heat fluxes can be sustained without the 
danger of causing pseudofilm boiling to occur at any fluid 
temperature. 

3 For given pressure and mass velocity, the use of smaller 
diameter tubes allows higher heat fluxes before initiation of 
psuedofilm boiling. This is also shown in Fig. 9. In the area 
of our interests, a 40 percent increase in the allowable heat flux 
occurs when going from a 0.96-in. tube down to a 0.37-in-dia tube. 

4 For a given mass velocity, an increase in pressure above 
the critical pressure allows operation at higher heat fluxes without 
causing pseudofilm boiling to occur. That is, the limit curve in 
Fig. 9, in general, shifts to the right, as pressure is increased. 

As the foregoing results were being accumulated, it became 
obvious that presently available correlations for supercritical 
pressure heat transfer did not adequately describe the complete 
heat transfer process. In fact, use of these correlations to de­
sign heat transfer equipment without recognizing that pseudofilm 
boiling can occur, and without knowing the conditions under 
which it will occur, could lead to inadequate designs. There­
fore, use of these correlations is limited to some minimum mass 
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velocity or some maximum heat flux for any particular set of 
operating conditions. 

Results With Ribbed Tube 
Earlier experience with ribbed tubes at sitbcritical pressure 

showed that these tubes inhibit the occurrence of film boiling 
[13). That is, it was shown that at subcritical pressure cer­
tain configurations of internally ribbed surfaces in sleam-
geuerating tubes will prevent film boiling from occurring at 
lower mass velocities and higher heat fluxes than those at 
which film boiling would occur in smooth tubes. For example, 
Fig. 10 shows the improvement attained with a ribbed tube, as 
described in reference [13]. With a smooth tube, film boiling 
was initiated at about 3 percent steam quality, whereas a 
i'ibbed tube operating at the same conditions prevented film 
boiling from occurring until about 90 percent steam quality. 

This performance suggested that a similar improvement could 
be attained with ribbed tubes at supercritical pressure since the 
film-boiling phenomenon appeared to be so similar. Therefore, 
a second series of supercritical pressure tests were conducted on a 
ribbed tube, Fig. 4, to determine if it did prevent pseudofibn 
boiling. 

One example of the results of these tests is shown in Fig. 11. 
Tube temperature profiles for the ribbed tube are shown for 
3000 psia, a mass velocity of 300,000 lb/hr-ft2, and heat fluxes of 
100,000 and 200,000 Btu/hr-ft2. Data at 100,000 Btu/hr-ft2 for a 
smooth tube of about the same diameter are also shown for 
comparison. 

From these data it can be seen that at a heat, flux of 100,000 
Btu/hr-ft2, the ribbed tube does suppress film boiling and pro­
vides superior heat transfer performance over the smooth tube. 
In fact, at a heat flux of 200,000 Btu/hr-ft2, the ribbed tube eon-
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timtes to suppress film boiling, whereas tube temperatures for the 
jitme heat flux in a smooth tube would clearly be excessive. It 
should be noted that the temperature profiles for the ribbed tube 
do -.how slight temperature peaking at, the inlet of the tube, 
pai'icularly at the highest flux shown. However, this peaking is 
.iprii to be much less severe and considerably less sensitive to 
Ix-at-flux changes than the temperature peaks observed for 
-,11100th tubes and, as a result, is not a significant consideration in 
the range of operating conditions covered. 

Results for the same ribbed tube at other pressures, mass 
velocities, and heat fluxes show the same significant improvement 
in performance over smooth tubes. 

There was also interest in the ribbed tube's pressure-drop per-
a.nnance since this, too, is an important consideration in design 
vork. Accordingly, isothermal pressure-drop tests were con­
ducted, and it was found that the friction factors for the ribbed 
"ibe are approximately 25 percent, higher than friction factors for 
i smooth tube. 

Summary 
1 Based on experimental data obtained on smooth tubes 

over a wide range of operating conditions, it is believed that a 
pseudofilm boiling phenomenon can occur at supercritical pres-
-ures. 

2 The occurrence of pseudofllm boiling and its characteristics 
are affected by pressure, bulk fluid temperature, mass velocity, 
heat flux, and tube diameter, and the effect of each variable has 
been described. 

3 An internally ribbed tube will suppress pseudofilm boiling 
and permit operation at higher heat fluxes than would have been 
possible with smooth tubes. 
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D I S C U S S I O N 

B. S. Shiraikar6 

The author is to be complimented on a comprehensive experi­
mental study of heat transfer to supercritical pressure water. If 
was gratifying for us to find many of the trends in this data quali­
tatively similar to those for carbon dioxide described in our paper 
69-WA/HT-l.7 

We feel that the author has not stressed the differences be­
tween the results for small and large dia tubes, which we 
believe to be due to free convection. An examination of data for 
water and carbon dioxide8 has shown that the nature of the tem­
perature peak changes considerably when free convection is 
dominant. In this case, the temperature peaks are much sharper 
and not as well behaved, i.e., do not occur in a well defined sub-
critical bulk enthalpy range. The same phenomenon can be seen 
by comparing Fig. 5 for the 0.37-in-dia tube versus Fig. 7 
and S for larger tubes in the paper. Based on previous data for 
water, we had suggested8 that this transition occurs when a free 
convection parameter Gr/Re 2 is of the order of magnitude of 2 X 
10~3, where the Reynolds number and Grashof number are based 
on viscosity at the wall temperature. 

For the data shown in Figs. 5, 7, and 8 we have calculated 
approximately, the value of Gr/Re 2 as shown in the following: 

Fig. Gr/Re 2 Nature of Temperature Peak 

5 0.55 X 10~3 Not Sharp-free convection not 
important 

7 9.25 X 10~3 Sharp - free convection dominant 
8 12.70 X 10~3 Sharp - free convection dominant 

These values appear to support our value of 2 X 10~3 for 
Gr/Re 2 as a transition value. We would be interested to know 
whether sharp unpredictable peaks were obtained in the wall 
temperature profile, with the 0.37-in. tube and if so, the mass 
velocities at which they occurred. 

There are also indications9 that in large diameter tubes, tem­
perature peaks do not occur in downflow. Hid the author per­
form any tests in downflow? 

6 Engineer, Core Development, A.P.E.D., General Electric Co., 
San Jose, Calif. Assoc. Mem. ASME. 

' Shiraikar, B., Griffith, P., "The Effect of Swirl, Inlet Conditions, 
Flow Direction and Tube Diameter on the Heat Transfer to Fluids 
at Supercritical Pressure," Paper No. 09-WA/HT-l, presented at 
the Winter Annual Meeting of the ASME, Nov. 1969. 

8 Shiraikar, B. S., and Griffith, Peter, "The Deterioration in Heat 
Transfer to Fluids at Supercritical Pressure and High Heat Fluxes," 
Report No. DSR-70332-55, Department of Mechanical Engineering, 
Massachusetts Institute of Technology, June 1968. 

9 Jackson, J. D., and Evans-Lutterodt, K., "Impairment of Tur­
bulent Forced Convection Heat Transfer to Supercritical Pressure 
C02 Caused by Buoyancy Forces," Report NE2, Simon Engineering 
Laboratories, Manchester University, 1968. 
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timtes to suppress film boiling, whereas tube temperatures for the 
jitme heat flux in a smooth tube would clearly be excessive. It 
should be noted that the temperature profiles for the ribbed tube 
do -.how slight temperature peaking at, the inlet of the tube, 
pai'icularly at the highest flux shown. However, this peaking is 
.iprii to be much less severe and considerably less sensitive to 
Ix-at-flux changes than the temperature peaks observed for 
-,11100th tubes and, as a result, is not a significant consideration in 
the range of operating conditions covered. 

Results for the same ribbed tube at other pressures, mass 
velocities, and heat fluxes show the same significant improvement 
in performance over smooth tubes. 

There was also interest in the ribbed tube's pressure-drop per-
a.nnance since this, too, is an important consideration in design 
vork. Accordingly, isothermal pressure-drop tests were con­
ducted, and it was found that the friction factors for the ribbed 
"ibe are approximately 25 percent, higher than friction factors for 
i smooth tube. 

Summary 
1 Based on experimental data obtained on smooth tubes 

over a wide range of operating conditions, it is believed that a 
pseudofilm boiling phenomenon can occur at supercritical pres-
-ures. 

2 The occurrence of pseudofllm boiling and its characteristics 
are affected by pressure, bulk fluid temperature, mass velocity, 
heat flux, and tube diameter, and the effect of each variable has 
been described. 

3 An internally ribbed tube will suppress pseudofilm boiling 
and permit operation at higher heat fluxes than would have been 
possible with smooth tubes. 
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Author's Closure 

The general philosophy of The Babcock & Wilcox Company, 

in regard to pseudoboiling heat transfer at supercritical pressure, 

is to avoid temperature peaking rather than design for it. Be­

cause the nature of peaking is sensitive to operating conditions, 

we feel the best, approach is to define the conditions that cause 

peaking not predicted by our correlations, and then design our 

steam generators to avoid these conditions entirely. 

Accordingly, we have not stressed differences in the nature of 

temperature peaks observed on small and large diameter tubes. 

These differences are of only minor importance to us. We are 

more interested in the conditions that cause initiation of tem­
perature peaking. 

Because of our concentration on initiation of peaks, we are un­
able to agree or disagree with Mr. Shiralkar's analysis of the na­
ture of peaks. However, we can say that all data on small di­
ameter tubes are like that presented in the paper. 

For anyone who is interested in analyzing data from the 0.37-in-
dia tube, the data are available from the Library of Congress. 
(Request document 8110 from Chief, Photo Duplication Service, 
Library of Congress, Washington, D. C.) 

No tests were run with downttow, although tests are continuing 
on both smooth and internally ribbed tubes at various inclina­
tions. 
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Heat Traisfer to the Highly Accelerated 
Turbulent Boundary L a p With and 
Without lass Addition 

Experimental heat transfer data are presented for a series of asymptotic accelerated 
turbulent boundary layers for the case of an impermeable wall, and several cases of blow­
ing, and suction. The data are presented as Stanton number versus enthalpy thickness 
Reynolds number. 

As noted by previous investigators, acceleration causes a depression in Stanton num­
ber when the wall is impermeable. Suction increases this effect, while blowing sup­
presses it. The combination of mild acceleration and- strong blowing results in Stanton 
numbers which lie above the correlation for the same blowing but no acceleration. 

Velocity and temperature profiles are presented, from which it is possible to deduce 
explanations for the observed behavior of the Stanton number. A prediction scheme is 
proposed which is demonstrated to quite adequately reproduce the Stanton number re­
sults, using correlations derived, from the profiles. 

introduction 

IN 1965, Moretti and Kays [ l ] 1 presented the re­
sults of an experimental investigation of heat transfer to a 
highly accelerated turbulent boundary layer. Of particular in­
terest was the fact that for very strong accelerations Stanton 
number was observed to decrease abruptly and to approach what 
one would predict for a purely laminar boundary layer. These 
results have been frequently cited as evidence that a strong 
favorable pressure gradient tends to cause a retransition of a tur-

] Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, Minneapolis, Minn., August 3-6, 
1969. Manuscript received by the Heat Transfer Division, March 3, 
1969. Paper No. 69-HT-53. 

bulent boundary layer to a laminar boundary layer. The phe­
nomenon of retransition has been the subject of numerous recent 
studies, Launder [2J, Launder and Stinchcombe [3], and Patel 
and Head [4], among others. The term "laminarization," sug­
gested by Launder, has been frequently used instead of retransi­
tion. 

I t seems now to be generally agreed that a turbulent boundary 
layer will "laminarize," or undergo a retransition to a laminar 
boundary layer, in the presence of a sufficiently strong favorable 
pressure gradient. However, there is a very important region of 
technical applications in the range of moderately strong favorable 
pressure gradients where the boundary layer is definitely not 
laminar but where laminar-like behavior is observed and, in 
particular, Stanton tmmljer is observed to fall substantially below 
what would be predicted by earlier theories. The present paper 
is concerned with the heat transfer behavior in this region, in­
cluding the effects of transpiration (blowing and suction). 

-Nomenclature-

A + = constant in the Van Driest damp­

ing factor 

Cf = friction coefficient 

( = r„/(pi*JV2)) 

cp = specific heat 

Dv = Van Driest mixing-length damp­

ing factor 

/'' = Wowing fraction ( = vw/-u„) 

H = boundary layer shape factor 

( = 5 i / « 0 * 

h = convective heat transfer coef­
ficient 

K = acceleration parameter 
( = (v/uj)(dum/dx)) 

k = mixing-length constant 
I = mixing-length 
<j = heat transfer rate 

I = temperature 

tw = wall, or surface, temperature 

l„ = free-stream temperature 

u = velocity in ^-direction 
= free-stream velocity 
= friction velocity 

(= u/(u„\/cJ/2)) 
= velocity in //-direction at the wall 

(transpiration velocity), posi­
tive vw for blowing, negative for 
suction 

= distance along surface 
= distance normal to surface 

(Continued on next page) 
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B o t h M o r e t t i and K a y s , a n d L a u n d e r , p roposed tha t a sig­

nificant acce lera t ion p a r a m e t e r , A', can be defined as follows 

K = 
(In, 

( i ) 

Var ious c o m b i n a t i o n s of K a n d the frict ion coefficient h a v e also 

been p roposed . F o r example , in the ana lys i s of a C o u e t t e flow, 

the effect of a p ressure g r a d i e n t occurs in the form of a uondi ­

mens iona l P +, wh ich is r e la ted t o K as follows 

/ ' + = - A " / ( C / / 2 ) * . (2) 

T h e p a r a m e t e r A", however , has the v i r t u e of be ing en t i r e ly 

dependen t upon ex t e rna l ly imposed condi t ions and is, therefore , 

a convenient de sc r ip to r of the h o u n d a i y cond i t ions imposed upon 

the flow. L a u n d e r sugges ted tha t l a m i n a r i z a t i o n will occur when 

K is g rea te r t h a n 2 X L0~6; M o r e t t i a n d K a y s sugges ted H.5 X 

10~6. T h e present p a p e r is concerned wi th va lues of A' in t h e 

range 0.0 to 2.5 X 10~6 , and thus is concerned wi th a region of 

w h a t is be l ieved to be s t ab l e t u r b u l e n t b o u n d a r y layers . 

F u r t h e r insight info the significance of t h e p a r a m e t e r A' can be 

ga ined by e x a m i n a t i o n of t h e m o m e n t u m in tegra l e q u a t i o n of the 

b o u n d a r y layer, a n d t h e ene rgy in tegra l e q u a t i o n of t h e b o u n d a r y 

layer . For c o n s t a n t p r o p e r t y flow a long a Hat p l a t e , it is possible 

(o express t h e momentum in tegra l e q u a t i o n of t h e b o u n d a r y layer 

in t h e following form 

c/Re, 

~rf#7 
C, 

- K{\ + / / ) I i e u + F (M) 

win 

IIHJ, = u^pilx/p 

For constant f ree-s t ream t e m p e r a t u r e and c o n s t a n t surface 

t e m p e r a t u r e , t h e cor responding form of t h e energy i n t eg ra l e q u a ­

tion of the b o u n d a r y layer is 

(/ l ie, , 

dPx 

St + F (4) 

N o t e t h a t A" a p p e a r s expl ic i t ly only in the m o m e n t u m e q u a ­

tion, and of p a r t i c u l a r in te res t is the fact t ha t a sufficiently large 

positive va lue of K can cause a decrease in l i e , , . I n fact , it a p ­

pears t h a t if A" is m a i n t a i n e d as a pos i t ive cons t an t over a suf­

ficient l eng th of surface, a n d if /*' is zero or a pos i t ive cons t an t , 

t hen the r a t e of change of K e „ will t e n d t o w a r d s zero. T h i s 

yields a b o u n d a r y layer of c o n s t a n t m o m e n t u m th ickness 

Reyno lds n u m b e r , l i e , , , which will be t e r m e d a n " a s y m p t o t i c " 

acce le ra t ing b o u n d a r y layer . Exac t so lu t ions for a s y m p t o t i c 

l a m i n a r b o u n d a r y l aye rs h a v e been o b t a i n e d (.">), and Launde r 

and S t i n e h c o m b e h a v e d e m o n s t r a t e d tha t such a s y m p t o t i c 

b o u n d a r y l aye rs can be o b t a i n e d for t u r b u l e n t flows. Undet 

such condi t ions , not only is l i e , , cons t an t , bu t also C'f '2 and the 

s h a p e factor II. It also follows that u n d e r a s y m p t o t i c condi t ions 

t h e ve loc i ty profiles at va r ious .-tations a long t h e surface will 

posses- bo th inner and ou t e r region s imi la r i ty . 

On the o the r hand , e x a m i n a t i o n of e q u a t i o n (4) reveals that 

.-<> long as F i- zero or a posi t ive cons tan t , t h e ene rgy th i ckness 

R e y n o l d s n u m b e r , R e „ , will a l w a y s con t inue to grow. ( T h e 

.-ame conclusions a p p l y for small nega t ive va lues of F. How­

ever , s t r ong suc t ion lead- to an a s y m p t o t i c xue ion layer , regard­

less of A", wi th no g r o w t h in e i t he r l i e , , or l i e , , . ) One can con­

clude that for pro longed acceleration.- at tiny constant va lue of K 

and pos i t ive /•', l i e , , will a p p r o a c h a constant va lue , whereas Re , , 

will increase indefinitely. 

T h i s behav io r suggest.- one reason why , even at m o d e r a t e 

v a l u e - of A", S t a n t o n n u m b e r will t end to decrease in an ac­

celerated flow, l i e , , can only inc rea -e indef ini te ly if the the rmal 

b o u n d a r y layer grows ou t s ide of t h e m o m e n t u m b o u n d a r y layer 

in to a region of zero e d d y conduc t iv i t y and h igher heat t ransfer 

res i s tance . T h i s p h e n o m e n a is discussed by L a u n d e r and 

Lockwood [LJJ. It will be seen la te r that th is is not the only 

reason for decreas ing S t a n t o n number.- in acce le ra ted flows, bu t it 

is ce r ta in ly a c o n t r i b u t i n g factor . 

An acce lera t ion at constant A' is pa r t i cu la r ly easy to es tabl i sh 

exper imen ta l ly wi th an incompres - ib le fluid, s ince it can be shown 

from c o n t i n u i t y that flow be tween two convergent flat surfaces 

yields a near ly constant A" when the b lowing fract ion, F, is un i ­

form. A.ti/mptolie cons tant A' b o u n d a r y layers a re even more 

convenient for e x p e r i m e n t a s t u d y because once the a s y m p t o t i c 

condi t ion h a - been closely app roached , it is re la t ive ly easy to 

accu ra t e ly deduce t h e friction coefficient us ing e q u a t i o n (It). 

F u r t h e r m o r e , it is a s imple m a t t e r to o b t a i n a nea r ly a s y m p t o t i c 

b o u n d a r y layer by a r r a n g i n g a s t a r t i n g l eng th w i th cons tan t free-

s t r e a m ve loc i ty (before acce le ra t ion) such tha t R e „ at the be ­

g inn ing of accelera t ion is close to t h e a n t i c i p a t e d a s y m p t o t i c 

va lue , t h e r e b y avo id ing a l e n g t h y t r ans i t i on region. For most 

of t h e e x p e r i m e n t a l resul t s p r e sen t ed by M o r e t t i and K a y s , l i e , / 

was cons iderab ly g rea te r t h a n t h e a s y m p t o t i c va lue at t h e be­

g inn ing of acce le ra t ion even t h o u g h A" was near ly cons t an t , and 

thus the r epor t ed h e a t t ransfer resu l t s were p r i m a r i l y in a region 

of r ap id ly decreas ing l i e , , . Such acce le ra ted b o u n d a r y layers 

will be referred to as " o v e r s h o t " ; obv ious ly b o u n d a r y layers can 

also be " u n d e r s h o t " if the va lue of l i e , , before accelera t ion is les.-

t h a n t h e a s y m p t o t i c va lue . 

•Nomenclature-

7 = t h e r m a l c o n d u c t i v i t y 

7 , = t u r b u l e n t t h e r m a l c o n d u c t i v i t y , 

or e d d y c o n d u c t i v i t y 

7«(f = (7 + Ti) 
S = 99 p e r c e n t t h i ckness of m o m e n ­

t u m layer 

S, = d i sp l acemen t th ickness 

/ ; 
i — da 

82 = m o m e n t u m th ickness 

/ ; 
u 

1 

As = e n t h a l p y th ickness 

u \ / I - l,x -ro 
A = a tu rbu lence length scale 
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dll 

du 

p = viscosi ty coefficient 

p, = t u r b u l e n t viscosi ty , or eddy vis­

cosity' 

Mcff = (p + H t) 
v = k i n e m a t i c v iscos i ty ip'p) 

p = dens i ty 

r = shear s t ress 

TW = shea r s t ress a t wall 

P + = a p ressure g r a d i e n t p a r a m e t e r 

( = -K/iC'sW'*-) 

P r = P r a n d t l n u m b e r (pepi7) 

P r , = t u r b u l e n t P r a n d t l n u m b e r 

(Mfip/Ji) 
l i e , / = m o m e n t u m th ickness Reyno lds 

n u m b e r ( = uaS2 V) 

l ie , , = e n t h a l p y th i ckness Reyno lds 
n u m b e r ( = u^Xi/v) 

h\ 

S t 

r 

an in t eg ra t ed .( '-distance Reyn­

old.- n u m b e r 

!/r = 

r 
St ant on n u m b e r ( =• !i u i i c pc ; , ] | 

uond imens iona l t e m p e r a t u r e 

(l~_i,„) _ l 

(7, - /„) « , " S t 

uond imens iona l ve loc i ty t = it itri 

u o n d i m e n s i o n a l b lowing p a r a m e ­

te r ( = f„ '(u^\/cjj2)) 

u o n d i m e n s i o n a l d i s t ance from 

wall ( = yu-r/v) 

u o n d i m e n s i o n a l d i s t a n c e a long 

t h e wall ( = xuT, v) 
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The Stanford Heat and Mass Transfer Apparatus was designed 
lui accurate measurement of local heat transfer coefficients along 
a tint surface through which transpiration (either blowing or suc­
tion) can take place in any prescribed manner, and over which 
bee-stream velocity can be varied in any arbitrary maimer. Ex-
iciisive experimental results obtained from this apparatus for the 
i-oe of constant free-stream velocity and the entire spectrum of 
blowing and suction have been presented in Moffat and Kays [6], 
•Hid Simpson, Moffat, and Kays [7], The apparatus is also 
ideally suited for a study of the behavior of asymptotic ac­
celerated turbulent boundary layers with blowing or suction. 
Thi* paper is a brief summary of a few of the results of such an 
investigation. As such, it is a continuation of the work of Moretti 
and Kays, but differing in two major respects: 

<</) An attempt is made to obtain close to asymptotic bound­
ary layers, and thus to carry out a more controlled experiment; 

<b) The additional effects of blowing and suction on aceelera-
ion are studied, with emphasis on certain unexpected results of 

i he coupling of blowing and acceleration. 

More complete and extensive data resulting from this investiga-
t ion will be presented iu a later paper. 

M j e c t i m of This Paper 
The specific objectives of this paper are to: 

'«) Present the results of a systematic series of heat transfer 
"xperiments on asymptotic accelerated turbulent boundary layers 
tor a series of values of the acceleration parameter K up to 2.5 X 
Mr , and blowing fraction, F, from -0 .002 to +0.006; 

lb) Present representative velocity and temperature profiles, 
•aid on the basis of these profiles to attempt to explain the physical 
phenomena observed; 

(c) Present some results of an analytic prediction scheme, 
I'Msed on a finite difference solution of the boundary layer equa-
.ii'iis, to demonstrate a mathematical model of the phenomena 
observed. 

Apparatus and Data Reduction 
The Stanford Heat and Mass Transfer Apparatus contains a 

L'4-segment porous plate eight ft long and IS in. wide, which 
forms the bottom surface of a rectangular flow duct. The main 
-tream flow and the transpiration flow are both air. Each of 
the 24 segments is provided with separately controllable trans­
piration flow and electric power. Fig. 1 shows a cross section of 
one segment. The balsa wood insulation on the walls of the 

plenum, the preplate, and the honeycomb flow straighteners 
serve to ensure uniform air temperature entering the working 
plate. Five thermocouples are imbedded in the plate, in the center 
six-iii. span. The working plate is 0.25 in. thick, made of sintered 
bronze with an average particle diameter of 0.005 in. Heater 
wires are imbedded in grooves in the bottom of the plate, close 
enough together so that the top surface of the plate is uniform 
in temperature to within 0.04 deg F at maximum power and 
blowing. Pressure drop through the working plate is approxi­
mately 12 in. of water at maximum blowing, so that the maxi­
mum streamwise pressure gradient (approximately 0.5 in. of water 
per segment width) has only a small effect on the distribution of 
the transpiration flow. 

Two different top covers, shown in Fig. 2, were used for the 
test duct. One with a single hinge line across it, and one with two 
hinge lines, permitted constant K flows to be established by 
set ting the desired slope of the top surface. Static pressures were 
measured with side-wall taps spaced 2 in. apart in the flow direc­
tion. Static pressure traverses of the main stream and boundary 
layer showed no more than 0.002 in. H20 variation across a plane 
in the accelerating region. 

Temperature and velocity traverses were made with manually 
operated micrometer driven traverse gear. Flat mouthed total 
pressure probes were used with tips 0.012 in. high and 0.040 wide. 
Temperature traverses were made using iron-constantan thermo­
couples with junctions flattened to 0.009 in. 

Stanton numbers reported here are based on the heat transfer 
from the plate to the boundary layer as deduced by an energy 
balance on each plate. 

q = Net Power - ECONV-SQRAD-l 'QOONl) 

ECONV measures the energy transport associated with the 
transpiration flow. Itadiafion from the top and bottom of the 
plate is calculated, based on measured emissivities of the plate. 
Heat is also lost by conduction from the center span of the plate 
to the ends of the plate and to the casting. All corrections were 
evaluated as functions of plate temperature and transpiration 
rate and appropriately entered into the data program. 

A somewhat more detailed description is presented by Moffat 
and Kays [0]. 

Qualification of the Experimental System 
Validity of the data reduction program as a mathematical 

model of the apparatus was established by a series of energy 
balance tests conducted with no main stream flow. The energy 
balances closed within 2 percent for most blowing cases and 4 
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4. 
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6. 
7. 
8. 
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Porous plate . 
Heater wires 
Thermocouples 
Support webs 
Honeycomb 
Thermocouple 
Base casting 
Pre-plate 
Balsa insulation 
Delivery tube 

U, = 40f.p.s. 

U, = 30f.p.s. 

K = 0.57 x 10 
- 6 

. - 6 
K = 0.77 x 10 

U, = 25f.p.s. K= 1.45 * 10 

-20 in . • 3 2 in. - - 4 4 i n . 

Fig. T A segment of the porous test plate showing transpiration system Fig. 2 Arrangement of top covers of test duct to obtain constant K 
and plate heating system acceleration 
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percent for most suction cases. The Stanton numbers reported 
here are believed to be reliable to within 0.0001 units, for the 
blown cases, and 0.0002 units for suction. 

Free-stream turbulence intensities ( v V 2 / " » ) were found to be 
between 0.8 and 1.2 percent although velocity profiles taken in 
the uniform velocity section satisfy Coles' criterion for "normal" 
boundary kiyers [8]. 

Two side effects must be investigated before the observed 
change in Stanton number behavior can be attributed solely to 
the effects of acceleration. It must be shown that the data are 
not influenced by surface roughness and that data for various uni­
form velocities will display a universal relationship when plotted 
against enthalp3' thickness Reynolds number. 

Surface roughness and velocity effects were investigated by a 
series of tests at 40, 86, and 126 fps. Stanton number data shows 
the same relationship to enthalpy thickness Reynolds number for 
all three velocities, although the velocity profiles show a slight 
drop in u~ for the data at 126 fps. Plate roughness elements, 
considered as half the particle diameter, are calculated to remain 
inside the viscous region of the boundary layer as best as this 
can be determined. 

Two-dimensionality of a flow can only be established lay elabo­
rate probing of the boundary layers. This was not done. Sec­
ondary evidence, however, can be had by comparing enthalpy 
thickness derived from plate heat transfer measurements with 
values determined from temperature and velocity profiles. Such 
checks show agreement, within 8 percent for all blowing runs. 
This is within the uncertainty calculated for the enthalpy thick­
ness integrals using the method of Kline and McCIintock [9], 

Results 
Stanton number data are shown in Figs.. '•> through 6, plotted 

against enthalpy thickness Reynolds number, lieH. Each figure 
shows the effect of varying K while holding F constant. Surface 
temperatures were held constant, for all tests, at approximately 
100 deg F, while free-stream stagnation temperature was 60-70 
deg F. The Stanton numbers were corrected to approximately 
constant property conditions by the factor {Tw/Tm)"-1. 

Fig. 3 shows the data for F = 0.0 using solid symbols to repre­
sent data in the accelerating region and hollow symbols for the 
constant velocity approach. Note that acceleration immediately 
depresses the Stanton number below the constant velocity results, 
with the magnitude of the depression increasing as K increases. 

The data for K = 2.5 X 10 ~6 behaves almost as would be ex­
pected from a laminar boundary layer, based on the rate of change 
of Stanton number as enthalpy thickness increases. Shape fac-
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i n--, determined from the velocity profiles are approximately 1.4 
n 1.5 for this acceleration, suggesting that the boundary layer is 
iill turbulent (the shape factor for the asymptotic laminar layer 

• - '2.0). No effort was made to measure turbulence intensities 
m-ide the layer. 

It caii be seen from Fig. 3 that the boundary layers were slightly 
oveishot," in that the momentum thickness Reynolds numbers 

hniase in the flow direction. The boundary layers are believed 
to be close to the asymptotic condition at the points where Re, , 
i-~ maikecl in the accelerating region. 

Fig. 4 presents Stanton number data for the same values of A" 
as does Fig. 3, but with blowing: F = +0.002. All of the data 
for the different values of A lie much closer to the baseline data, 
taken from Moffat and Kays [6]. The spread in the data is re­
duced, and the entire pattern is shifted upward. Acceleration at 
K = 0.75 X 10 - 6 now results in a slight rise in Stanton number 
above the uniform velocity ease, rather than a drop, and even the 
strongest acceleration (A = 2.5 X 10~li) produces only a rela­
tively minor depression. 

The upward shift indicated by Fig. 4 is seen much more clearly 
in the results at higher blowing (Fig. 5: F = +0.0082), and the 
opposite trend is observed for suction (Fig. 6: F = —0.002). 
In the presence of strong blowing, even a moderate acceleration 
(A = 0.77 X 10~6) causes a dramatic upward shift from the uni­
form velocity values for the same blowing. Moderate suction, 
F = —0.002, increases the spread between the data for various A 
values and causes a general downward shift relative to the uniform 
velocity results. 

The combination of blowing and acceleration can thus result 
in either an increase or a decrease in Stanton number (at fixed 
Re ; /) in spite of the fact that either condition, applied alone, re­
sults in a decrease. Stanton number is thus not simply related 
to lieJ{, A, and F even for the restricted case studied here of 
asymptotic boundary layers. I t is not unreasonable to suppose 
that highly "overshot" or "undershot" layers will display some­
what different characteristics, raising the number of variables 
from 3 to 5. Experimental studies of these effects are planned for 
the near future, as well as investigations into the behavior of the 
boundary layer under conditions of variable A, and in the re­
covery region downstream of an acceleration. 

Velocity profiles with K = 1.45 X 10~° and F = 0 are shown 
on Fig. 7 with solid symbols, while one profile in the non-ac­
celerating region of this run is shown with hollow symbols. This 
figure shows some of the important characteristics of accelerated 
turbulent boundary layers, and asymptotic boundary layers in 
particular. Note that the three profiles in the accelerated region 
are close to similar in both the inner and outer regions, and the 
boundary layer is not significantly growing at successive stations 
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Fig. 8 Temperature profiles for the same case shown in Fig. 7 

along the surface. The usual rise in u + in the "wake," region has 
disappeared, and the viscous inner region has .significantly grown 
so that u + lies above the nonaccelerated curve in the middle 
region. 

On the basis of examination of these velocity profiles, as well as 
other asymptotic profiles at different values of A", it is concluded 
that increasing A causes an increase in the thickness of the viscous 
region and a decrease in the values of u + and j / + at the outer edge 
of the boundary layer. Such a trend with increasing A must ulti­
mately lead to a disappearance of the turbulent region entirely, 
i.e., a laminar boundaiy layer. 

A succession of temperature profiles taken under the same 
How conditions are shown on Fig. 8. Two trends are apparent. 
In the inner region the curves in the accelerated region come to­
gether, but with a greater slope than in the non-accelerated re­
gion, evidently a direct result of the thickening of the viscous re­
gion near the wall. In the outer region the important observa­
tion is that the thermal boundary layer continues to grow at suc­
cessive stations along the surface, unlike the momentum boundary 
layer, and is seen to penetrate into a region where the velocity 
gradient is small, or zero. Stanton number varies inversely as 
the maximum value of l+, and thus the observed decrease in 
Stanton number in Fig. 3 is seen also in Fig. 8. 

In summary, it appears that the depression in Stanton number 
observed in accelerating flows results from a combination of an 
increase in the viscous region thickness, and the growth of the 
thermal boundary layer beyond the momentum boundary layer. 
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Prediction Method 
The heat transfer data presented here are only of limited value 

unless they can be used as the basis of some kind of prediction 
method that can be employed in design. However, any attempt 
at satisfactory overall empirical correlation of the data shown on 
F^igs. 3 to C would appear to be a virtually hopeless task because of 
the great variety of possible conditions and resulting behavior. 
For constant free-stream velocity, the data of Moffat and Kays 
[6], and subsequent work on the same project not yet published, 
show that Stanton number can be expressed as a simple function 
of Rew , and a blowing parameter, and is only weakly dependent 
upon any other parameters. Thus a reasonably satisfactory pre­
diction scheme can be developed using the integral energy equa­
tion. The data for acceleration, but no blowing (i.e., Fig. 3), 
show a certain orderliness, but even a superficial examination of 
these results suggests that Stanton number is a function of at 
least Rel{, A, and the value of Re„ (or Re„) where acceleration 
starts, and these data only represent the behavior under essen­
tially constant A conditions. When blowing or suction are 
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.<;llpl'rillll)()spd, the llilmber of variables even for Ulliform F and A 
is obviously out of hand, amI behavior sltell as seen in Fig. ij dis­
wllrage~ any at tempt at simple correlation. 

The obvious next step is to attempt. to correlate the experi­
mental data at· a more fundamental level by devising empirieal 
correlations which l'all be used in mat hemal ieal models of the 
momentum and l'llCl'gy exehange processes. No\. only ean per­
haps thl' dl'sired gellernlity be obt.ained, but a better ll!l(lerstand­
illg of t hp physies [\;' well. 

The oeht'IlH' to he described here is based on a fillite-differenee 
"olllt ion of till' moment 1lI11 and thermal energy dill'erent.ial equa­
I.ions of \ he ll(l\lmlar.l' la:l'er, llsing \ he ~paldillg/Patankar [10] 
program as the hasic.· mathematieal tool. Any desired physical 
model of thp l\lOl\ll'lltllm and energy exehallge processes can be 
illserled into the program, subjed ollly to the restriction that lhe 
eqliat iOlls aI'(' ill pambolic form, 00 that one must be willing (0 use 
Ilw COll<'Ppt of edd~' vis('osity and eddy comluet.ivity. However, 
onl' is fl'P(, to l'vaillatp these ljuant ities ill any way desired, and the 
possibilities rang<, from direet empiri(·tll correlatiolls, to deduc­
tions bm'ed Oil solution of the t\U'bulen(,c energy equation, which 
1·:tTt be solved simult aneously by the ,a me program, if desired. 

1<'01' prp::'ent pmp'''('., a diree! empirieal mixing-length c()lTela­
t ion is used, i>as('d on a modi fieat iOIl of t he Vall Driest mixing-
1f'llgt h hY}lot hl',is. TIlt' pquat iOlls used are as follows 

fJ.,." = fJ. + fJ., effed ive vi:--«'osity 

pi' (~I() 
!ly 

t \U'IHilent vis('osil~' 

k!lD, for .1/ < (M/k) 

MD, for !I> (M/k) 
mixing-Iengt h 

wherp 0 is the \J\) perecnt momentum boundary layer thickness 

k 0.44 mixing-length COllstant 
;\ 0.2;; [(ell _1,[ I - 67.ii(lI"jll.n)1 turbulence length scale 

/),. = I exp ( .IIPVT/p/A +fJ.) 

Van Driest damping faelor 
(note that T is locai, not wall, shear stress) 

.! - 4.4:2 (1',,+ + 0.17) + f(P,+) + f(P, +, Vw +) 

wherp 

[, {' . , , - Il;3~jPt'-<" for -P,+<0.012 

-:.?l:i;JPe + + 12.0 for -1',,+ > 0.012 

-l\)})()( P
e 
+v

1U 
+O.'lfl)1.1() for vu'+ > 0.0 

(i.7S( _P,+)07( VII' +)1.40 for vw+ < 0.0 

P,+ i, all i'"I'fedive" vallie of /'+, described in the following. 

'Ye" 'I' + 'Y, 

PI', 1.11'1')[1 
if PI', ~ (l.t'G, PI', 

efreel ive eOllductivity 

turbulent eonductivity 

O.1(2(l/A +)04 VfJ.tlfJ.j(1 + 20P+) 
0.8(l tlll'h\llent PrandUllllmber 

Althollgh the quantity of empirieal input appeal's formidable, 
i i "hould he pointed oul ilw! eOlTelating ;\ with He,,[ and vw/ II", 

has only a minor inlluence, and t.hat is at. low Heynolcb numbers 
only. A constant value, ;\ = (l.OS:), will abo yield results eiose 
t () t host' to be shown. Similarly, const ant turbulent Prandtl 
lIurnllf'r, PI', = O.DO, will yield Stantoll numbers in close agree­
ment with those to he ,holl'n. The rather complex expression 
Ilst'd i ... based Oil direct measurements of PI', [11) which indicate 
H variation through the boundary layer starting high near the 
walL In (he predietion s('heme it was fOllnd that slIch a variation 
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in PI', is needed to obtain aCGllI'ate temperature profiles. PI', = 
O.DO is simply an effective average. 

The real core of the correlation scheme is in the expression for 
it +. Note thaL for Vw + = 0 and K = 0, A + = 26, a frequently 
used value. This correlation is presented as only tentative and 
illustrative of what can be done. Esselltially A + is related to thp 
thiekness of the viscouf; sublayer (in .11+ coordinates), (HId ilw. 
correlation reflects the t.hickening of t his region in a favorable jJre.,­
sme gradient as observed in Fig. 7. It also ineludes a decreasp 
ill thickness observed for blowillg, as determined from the data 
of Simpson, et a!. [71, and a cross-coupling effect. Note that the 
local value of shear stress is employed ill j he Van Driest dampillg 
factor. If A + is held ('ollstant at 26, as some tlllalysts have pro­
posed, a Ihickenillg of the sublayer will he obtained for a favorable 
pressure gradient becanse T cleereases with ii, but the present ex­
perimental data indieate that a substantia ly greater thickening i, 
needed. The same thing is observed for wall snet ion, and t 1\C' 
opposite for blowing. 

The cOlTehtion for A + is based on velocity profiles for equi­
libriulll boundary layers, i.e., the asymptotic cases such as shown 
in Fig. 7. The viscous sublayer of t he real boundary layer ap­
parently does Ilot instantaneously assume its new equilibriulH 
configuration when a new pressure gradient is imposed; there i., 
a lag, and detailed examination of the experimenta~ data show" 
this lag very clearly. Launder and Jones [121 propose a reaSOlla­
ble and simple scheme for introducing such a lag into the calcu­
lations, and it is used here with slight modificatioll. An ef'feC'­
live value of P+ is defined (1', +) such thai it approaches but lags 
behind the local value of P + as one moves ill the :r-direct ion. 
The following differential equation is then solved for P, + 

elP + 
~e_ = C(P + _ P +) 
elx+ e 

C is established from the experimental data, and is tentatively 
given the value 0.0002. 

Some sample results of predictions based OIl the above cle­
scribed model are shown in Figs. 9, 10, and 11. The imposed 
boundary conditions cOlTespond closely in each case to the test 
resul ts in Figs. 3 to 6. 

The results in Fig. 9 are quite good, although it appears that ill 
the case of K = 2.5 X 10-6 a slightly higher value of A + might. 
be used.' The results 011 Fig. 10 are equally satisfactory. For 
the case of F = - 0.002 and J( = 0.;)7 X lO-6 the descrepancy is 
due to the fact. that. the prediction was run at somewhat different 

:I For this case ..... 1 +, as cHleulated in t.he prediction s('helne, rene-he,,:,; 
it maximum value of 56.8 . 
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Fig. 11 Predicted heat transfer performance for a case of strong blowing, 
and moderate acceleration, corresponding approximately to the condi-and mo 
l ions of Fig. 5 

conditions than the experiments, and in particular acceleration 
started at a higher value of ReH . 

The most spectacular success of the prediction is shown on Fig. 
11. Here the unexpected increase in Stanton number with a 
mild acceleration, seen experiment ally on Fig. o, comes through 
very clearly. Note that the values of Stanton number are a 
decade lower than on Figs. 9 and 10, and experimental uncer­
tainly is .significantly greater. 

The main conclusion which can be drawn from the results of 
the ana-lysis is that the primary effects of acceleration, trans­
piration, and a combination of both, can be introduced into the 
analysis merely through the constant in the Van Driest damping 
term, A +. If .1 + is evaluated properly, everything else follows. 
The fact that Stanton number sometimes increases and some­
times decreases with acceleration is merely attributable to the 
response of the boundary layer equations to the imposed con­
ditions. 

Summary and Conclusions 
In this paper experimental data on heat transfer to close to 

asymptotic accelerated turbulent boundary layers, with and 
without transpiration, have been presented. It is shown thai 
acceleration causes a depression in Stanton number for the case of 
no transpiration, and for suction. For an accelerated boundary 
layer with blowing it is shown that acceleration can cause an in­
crease in Stanton number under certain conditions. 

Examination of velocity and temperature profiles suggests that 
acceleration causes an increase in the thickness of the viscous sub­
layer. It has been shown earlier that blowing causes a decrease 
in sublayer thickness, while suction increases thickness. Ac­
celeration can cause the momentum thickness Reynolds number 
to decrease, and an acceleration at a constant value of the 
parameter A" will lead to a constant value of momentum thick­
ness Reynolds number. The enthalpy thickness Reynolds number 
will always increase, however (except for strong suction, and ex­
cepting the case of varying surface temperature), with the result 
that prolonged acceleration will lead to penetration of the thermal 
boundary layer beyond the momentum boundary layer. The 
decrease in Stanton number observed for accelerated boundary 
layers is believed to result from a combination of the effects of 
a thicker sublayer and a thermal boundary layer penetrating 
beyond the momentum boundary layer. 

Finally, a mathematical model based on the Van Driest mixing-
length hypothesis, and incorporating the observed effects of ac­
celeration and transpiration on the sublayer thickness, is shown 
to be capable of quite satisfactorily reproducing the experimental 
data for accelerations up to K = 2.5 X 10~(i, and a wide range 
of blowing or suction. 

The empirical correlations used will undoubtedly be modified 
and refined as more experimental data become available. The 
authors are presently engaged in obtaining additional data, includ­
ing highly overshot boundary layers, varying K, the region of re­
covery to K = 0.0, turbulence measurements, and are investigat­
ing use of the turbulent kinetic equation in place of the mixing-
length model. The latter appears more promising for non-
equilibrium boundary layers. 
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Transition From the Turbulent to the 
Laminar Regime for Internal Connective 
Flow With Large Property Variations 
The results of a primarily experimental study of the transition from turbulent flow to 
laminar floiv as a consequence of high healing rates are presented. Results are reported 
for hydrodynamically fully developed, low Macli number flows of air and helium 
through a vertical, circular tube. The electrically heated section was 100 diameters in 
length; entering Reynolds numbers ranged from 1700-40,000, and maximum wall-to-
bulk temperature ratios reached 4.4. A s a means of predicting the occurrence of a transi­
tion from turbulent flow to laminar flow, the experimental results are compared to the 
acceleration parameter suggested by Moretti and Kays and to a modified form of the 
parameter that is appropriate to a circular tube. It is suggested that the variable property 
turbulent flow correlations do not provide acceptable predictions of the Nusselt number 
and the friction factor if the value 

_4nq^__ 

G*DTc„ 
1.5 X 10~ 

based on bulk properties, is exceeded for an initially turbulent flow situation. It is 
further suggested that Nusselt numbers and friction factors at locations down-stream 
from the point 

•D/ lnminnr 
(2 x /o-8)(ri„,«l)(foll,i„l(l)

!(J 

for bulk temperatures in degrees Rankine may be obtained from the laminar correlation 
equations even though the flow is initially turbulent. 

Introduction 

I HE problem of reverse transition, defined in this 
study as a transition from a turbulent flow to a laminar flow, is of 
interest both for practical reasons, i.e., in the design of nuclear 
l'ocket engines, and for fundamental reasons, i.e., as a possible 
contribution to the nature of the transition process. This study 
is concerned with a primarily experimental investigation of the 
reverse transition process in a circular tube. The reverse transi­
tion is caused by the action of large heating rates which iu turn 
cause significant transport property variations, especially in the 
viscosity. The viscosity increases such that the Reynolds num­
ber based on tube diameter decreases sufficiently for the flow to 
undergo a transition from turbulent to laminar. 

Contributed lay the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS and presented at the ASME-
AIChE Heat Transfer Conference, Minneapolis, Minn., August 3-6, 
1969. Manuscript received bv the Heat Transfer Division, June 9, 
1969. Paper No. G9-HT-9. 

The phenomenon of an internal flow transition from a turbu­
lent flow to a laminar flow due to variation in gas properties has 
achieved interest by virtue, of the proposed use of gas-cooled 
nuclear reactors as space propulsion systems. The shut-down 
period of reactor operation is characterized by low propellant 
flow rates; an unexpected transition from turbulent to laminar 
flow in the cooling tubes would cause a sharp decrease in the 
energy transfer to the gas and a subsequent rise in the wall tem­
perature causing possible failure of the tubes. 

Previous Investigations 
Several authors have discussed various aspects of the turbulent 

to laminar transition process. The adiabatic studies of Sibulkin 
[ l ] 1 for circular tubes and of Badrinarayanan [2] for two-dimen-

1 Numbers in brackets designate References at end of paper. 
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-loiml ehanuels have described the response of initially turbulent 
flows to change^, in area. Sergienko and (iretsov [IS], Sternberg 
| 1[, Wisniewski and Jack [,">], and Richards and Stnllery lb] have 
observed the oc<airrence of transition in high-speed flow situa­
tions. The occurrence of simultaneous turbulent and laminar 
flow lias been observed by Senoo [7, S] in a turbine nozzle cascade 
and by Eckert and Irvine [9] and ('renters and Eckert [10] in a 
inaugular duct. Cannon [11] has reported a reduction in the 
heat transfer to a fluid flowing in a rotating tube; the flow was 
characterized by a nonrotating, turbulent inner core and a ro­
tating outer ring with a laminar structure. 

The transition from turbulent to laminar flow in external 
boundary layers has been investigated by several authors. 
Launder 112] has examined udiabatic flow over a flat plate with a 
strom; favorable pressure gradient and examined the experimen­
tal data in (he context of the Schlichting-lTlrich stability curve. 
The heat transfer to external flows has been studied by Back and 
his associates [1.'!, 14, 15] and by Moretti and Kays [1(1]. The 
salient feature of these hitter investigations was the departure 
liom fully turbulent How that was indicated by the heat transfer 
measurements; Moretti and Kays observed that the heat transfer 
had a tendency, in strongly accelerated Hows, to approach 
laminar values after a delay of about 2(1(1 times the momentum 
thickness. The quantity chosen by Morelti and Kays [IB] for 
prediction of reverse transition was the "acceleration parameter' 

K = - (1) 

which is similar to the parameters employed by Back, Massier' 
and (iier [13] and by Launder [12], The authors argue that (he 
relevance of the Reynolds number (based on momentum thick­
ness) to the acceleration parameter is probably small, and the 
stated critical value of K for the occurrence of reverse transition 
is Kc = 3 X 10~6, independent of the Reynolds number. This 
value was obtained from analysis of the experimental data, but 
it can be justified by examination of the momentum integral 
equation as explained by Kays [17]. Laminar analysis is sug­
gested for situations where Kc is exceeded for large distances, and 
it was found that the quantity K/Ht provided an acceptable 
correlation for heat transfer results. It is interesting to note that 
the critical value of K was confirmed by Schraub and Kline [18] 
in connection with visual studies using water. 

Results for reverse transition in internal flow are less complete. 
McEligot [19], during an investigation that was primarily de­
voted to heat transfer with turbulent Row in tubes, obtained some 
data in the transition region and presented a correlation equation 
for the transition results. The first published investigation 
mentioning tttrbnlent-to-laminar transition for tube flow was that 
due to Perkins and Wor.soe-Schmidt [20]. The authors examined 
the local heat transfer and friction factors for gas flow in a tube 
with wall-to-bulk temperature ratios as high as seven; it was 
noticed that the effects of variable properties were in some cases 
sufficient to cause an apparent transition to laminar flow. This 
tendency was observed even though the bulk Reynolds number 
did not come near the critical value; it was suggested that the 
conditions at the wall might be appropriate for correlation pur­

poses. It was found that the friction factors, based on bulk 
properties, could be advantageously normalized by an isothermal 
friction factor correlation evaluated at the same wall Reynolds 
number; the wall Reynolds number, designated as the "modified 
wall Reynolds number," was defined as 

irDfiw \7 '„ 
(2) 

The heat transfer data were well correlated on both bulk and wall 
properties, but an attempt at correlation with film properties met 
with little success. The authors suggested that the transition to 
laminar-like flow was evidenced by the departure of the friction 
and heat transfer results from the turbulent correlations. A 
technique for categorizing the experimental results as laminar, 
transitional, or turbulent according to the departure from turbu­
lent correlations was presented by McEligot, Ormand, and Per­
kins [21], and the results thus cia.ssified were displayed on a plot 
of the wall-to-bulk temperature ratio versus the wall Reynolds 
number. 

During the study of the parallel channel stability problem as­
sociated with gas-cooled nuclear reactor cores, Bankston, Sib-
bid, and Skogiund [22] encountered the phenomenon of transi­
tion from turbulent flow to laminar flow. An experiment was 
conducted using a tube with almost simultaneous hydrodynamic 
and thermal entry lengths; therefore, the effect of heating on the 
usual laminar-to-turbulent transition could be investigated. It 
was found that the transition point was quite sensitive to heating 
rate and axial location; the general effect of heating was to in­
crease the bulk Reynolds number at which transition occurred. 
The authors employed hot wire anemometer probes to obtain 
evidence of turbulent to laminar transition, and it was found that 
the turbulent intensities were greatly reduced from their turbu­
lent flow values during certain test runs with heating. The 
classification scheme presented by McEligot, Ormand, and Per­
kins [21], using the modified wall Reynolds number, was used to 
obtain boundaries for the laminar, transition, and turbulent 
regimes; it was found that the divisions could also be represented 
by the parameter 

Y (3) 

The relationship between these two parameters can be seen by 
noting that 

VDp„ 4m 

Mi, irD/ii 

The Reynolds number can be converted to a wall condition by 
evaluating the density and viscosity a( the wall temperature so 
that, for a perfect gas, 

R e =
 VDp" ?h ̂  = VDpl> ?-•" ^ i = Re — — (4) 

M». Pi, Pi, Pi, Pt, M„ ' Tw pw 

Since the viscosity varies with the temperature to a power close 

• Nomenclature-

cp = specific heat at constant pressure 
D = tube diameter 
/ = friction factor = Tw/[pV'l/'2gc\ 

gc = dimensional constant = 32.174 
lbm-ft/lbf-sec2 

0 = mass velocity = pV 

h = heat transfer coefficient = qw"/ 

[T„ - Tb] 
k = (hernial conductivity 

K — reverse transition parameter 
>h = mass flow rate 

q" = heat flux 
T = temperature 
it — external How velocity 
V = tube flow bulk velocity 
x = length 
Y = parameter defined by equation (3) 
p. = absolute viscosity 
v — kinematic viscosity 
p = density 
T = shear stress 

Pr = Prandtl number = p.cp/k 
Re = Reynolds number = VDp/p = 

im/irDp. 
St = Stanton number = Nu /Re Pr 

Subscripts 

b = bulk (evaluated at 
c = critical 

iv = wall (evaluated at 
d> = circular tube 

Nu Nusselt number = hD/k 

bulk properties) 

wall properties) 

°3 = free stream (external flow) 
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to unity, the quantity defined by equation (3) is essentially the 
same as that defined by equation (2). 

Experimental Apparatus 
The experimental apparatus constructed for this study was 

basically a tube in which the flow conditions typical of gas cooled 
nuclear rocket engines could be approximated. A detailed dis­
cussion and schematic diagrams are given in reference [23]. The 
test assembly was composed of a test section that was resistively 
heated with alternating current in order to provide an approxi­
mate constant wall heal flux boundary condition, a vacuum sys­
tem that was used to minimize both the heat loss from the test 
section and the oxidation of the test section at high temperature, 
and a liquid nitrogen system that was used to precool the gas 
prior to heating in order that high wall-to-bulk temperature 
ratios could be achieved with conventional test section materials. 
Auxiliary systems allowed the control and measurement of the 
test section heating power, the control and measurement of the 
mass flow rate of gas, the measurement of appropriate tempera­
tures, and the measurement of axial pressure drops in the test 
section. The test section was constructed from drawn, seamless 
Iuconel 000 tubing with a nominal outside diameter of 0.250 in. 
and a nominal wall thickness of 0.010 in.; and nine pressure taps, 
made of 0.0025 in. outside diameter Iuconel tubing, were brazed 
onto the tube at various axial locations. The test section was 
fabricated from a four foot length of tubing with electrodes 
brazed to the center and to one end. A 100 diameter hydrody-
namic entry length was thus provided without a connection 
between tubes near the point where heating began. 

The possible buckling of the lest section at high temperature 
was prevented through the use of a spring which supplied a con­
stant (ensile force in the axial direction along the test section. 

Twenty-three Chromel-Alumel thermocouples made of 0.005-
in-dia premium grade wire were attached to the test section. 
Each of the two wire ends for every t hermocouple was separately 
spot welded directly to the tube in order to provide an assurance 
that the temperature measuring junction was not separated from 
the wall by the thickness of a wire. A copper box was installed 
inside the vacuum system to serve as an isothermal region for 
thermocouple wire connections. In order to compensate for the 
fact that the reference junction in the circuit described above was 
not at ice temperature, a Chromel-Alumel junction was formed 
and immersed in an ice bath. The Chromel and Alumel wires 
from this junction were conducted into the vacuum system and 
connected to copper wires inside the copper isothermal box. 
These copper' wires were then returned to the outside of the 
vacuum system and the circuit to the measuring instrument was 
completed. An identical scheme was used for thermocouples 
that were located outside the vacuum system. During some of 
the heat loss calibration runs, a thermocouple probe was inserted 
into the test section and placed at the axial locations of the vari­
ous wall thermocouples as a means of determining the depression 
of the test section wall temperature due to the presence of the 
thermocouple wires. 

The test gas was supplied to the lest section through a series 
of three pressure regulators connected to a four-cylinder high-
pressure manifold. The flow rate of the gas through the system 
was measured upstream from the test section by one of two 
Brooks Rotameters that had been individually calibrated by the 
factory to an accuracy of one percent with air flow. For helium 
flow the flowmeters were calibrated on site to an accuracy of 
three percent. When possible, the flow rate was measured 
downstream from the test section by a wet test meter. The pres­
sure drops between the test section pressure taps were measured 
by a selection of manometers having different ranges and sensi­
tivities. Because the technique used to calculate the friction 
factors employed two adjacent pressure drops, i.e., three pressure 
taps, an attempt was made to pair the manometers and measure 
adjacent pressure drops simultaneously. The manometers con­

sisted of a pair of 00 in. vertical water manometers and a pair of 
00 in. inclined water manometers with ten in. range. In addition, 
a Meriam Model 34FB2 micromanometer was available for the 
measurement of very small pressure drops. 

The precooling of the test gas with liquid nitrogen was achieved 
by passing the gas through a copper coil that was inside a cylin­
drical Dewar flask which was open to the atmosphere; the ga,-
passed directly from the coil into the entry mixer and then into 
the hydrodynamic entry length of the test section. A liquid 
nitrogen-cooled shield was provided for the hydrodynamic entry 
length of the test section in order to decrease the energy gain of 
the test gas prior to the start of heating. 

The acquisition of data from the test assembly required the use 
of a wide variety of measuring instruments. A concerted effort 
was made to obtain the best equipment that was available and 
to assure that the various instruments were performing at their 
optimum level during the duration of the experiment. 

After the installation of the test section and prior to the be­
ginning of the heated flow runs, a series of adiabatic flow runs 
was conducted to serve as a calibration of the pressure taps at­
tached to the test section. Before the beginning of the runs thai-
employed helium as the test gas, the flow system was purged 
with a small mechanical vacuum pump in order to insure the 
presence on only one gas in the apparatus. 

The energy balance from which the energy transfer from the 
heated wall to the flow stream was determined required the speci­
fication of the energy loss by radiation from the test section at 
each thermocouple location. In order to determine the radiation 
heat loss, several series of calibration runs were performed during 
which the test section was heated without gas flow. The tech­
nique involved the measurement of the temperature of the test 
section wall, the temperature of the surroundings, and the energy 
generation rate. 

Particular attention was devoted to various features of the ex­
perimental apparatus, such as the temperature difference be­
tween the outside and the inside of the test section wall, which 
could cause erroneous results. The computer programs used for 
data reduction contained sections which took into account the 
following: 

1 the increase in momentum of the flow due to heating, 
2 the thermal expansion of the test section in both the radial, 

and the axial direction, 
3 the conduction heat transfer through the test section wall in 

an axial direction, and 
4 the energy transfer to the precooled gas due to conduction 

through the electrodes. 

In addition, local gas properties were employed in the calculation 
of local Nusselt numbers and local friction factors. 

Results 
The experimental apparatus described above was used for the 

demonstration and quantitative evaluation of the process of 
transition from turbulent to laminar flow in a circular tube. 
The conditions were such that initially turbulent flows could be 
subjected to high heating rates: local Nusselt numbers and fric­
tion factors were obtained and compared with accepted correla­
tions. The experimental results provided by the test facility 
encompassed a range of conditions broader than that which was 
specifically applicable to the study of the phenomenon of turbu­
lent-to-laminar transition; some data were obtained in domains 
reported by other investigators in order to establish a level of 
confidence for the test section and the data reduction techniques. 
For example, the adiabatic runs with turbulent flow provided local 
friction factors which were compared with the Blasius friction 
factor that would prevail at the bulk entry Reynolds number for 
each run; agreement between the two was within ten percent. 

Friction factors in the laminar regime were obtained during 
two runs with bulk entry Reynolds number less than 2100, rela-
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lively high heating rates, and precooling. The results are shown 
in Fig. 1, which employs the correlation relationship 

/ = (5) 

to account for the variable properties effects; the maximum 
deviation from the laminar line is about ten percent. These 
results are in good agreement with those of other investigators 
122,25], 

The heat transfer results for these laminar How runs are .shown 
in Fig. 2; the coordinates are the bulk Nusselt number and the 
bulk Graetz solution length parameter (x/D)/I!ePr. The solid 
line represents the analytical thermal entry length solution for 
laminar flow with constant fluid properties and constant wall 
heat flux in a circular lube [24], Examination of Fig. 2 reveals 
good agreement between the analytical prediction and the 
experimental results; except for data points which were obtained 
near the ends of the test section, the deviation of the experimental 
results from the prediction is no greater than ten percent. As 
with the friction results, these results indicate good agreement 
with the work of other investigators [2.5, 26] who have previously 

noted that the constant properties correlation applied for laminar 
flow with strong heating. 

Several experimental runs involving heated flow without pre­
cooling were conducted in order to provide low heat flux results 
(TJTb < 1.5) for comparison with the findings of other investi­
gators. Both air and helium were employed, and the range of 
Reynolds numbers was large enough to include the region of 
primary interest. The conventional heat transfer parameters 
applicable to the downstream region of the tube (x/D > 40) were 
found to agree within five percent with the following correlation 
equation chosen to represent the data points: 

Nil, 0.()22Ke,«!T>r,,»-' (6) 

This equation is of the same form as that used by other authors 
[12, 20]. The friction factor information provided by the runs 
for which the gas was heated but not precooled was found to be 
within ten percent agreement with the Blasius correlation. Other 
investigators have also found that, at low heating rates, the fric­
tion factors are correlated by constant property expressions. 

On the basis of the agreement of the foregoing results with ac-
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copied correlations, it was fell that the experimental apparatus 
was well qualified for a study of reverse transition. A graphical 
representation with the coordinates of Fig. 2 provides the most 
lucid description of the process of transition from turbulent to 
laminar flow. Fig. 3 depicts several of the runs in which transi­
tion was present along with a completely laminar run and a com­
pletely turbulent run for comparison; numerical information con­
cerning the runs is listed in Table 1. The Nussell numbers for the 
downstream region of the tube for the transition runs have values 
characteristic of laminar flow, but the Reynolds numbers based 
on bulk properties at corresponding locations are considerably in 
excess of 2000. Thus the heat transfer for these situations is best, 
represented by the laminar flow relationship despite the fact that 
the value of the Reynolds number suggests the presence of turbu­
lent flow. 

A comparison of the experimental data with the turbulent flow, 
variable properties correlation, equation (G), provides further 
evidence of transition. In a typical case, the data and the correla­
tion show good agreement at 40 diameters, but the data are more 
than 50 percent below the correlation at 100 diameters. 

The friction factor data provided another source of information 
concerning the transition from turbulent to laminar flow. An 
attempt was made to correlate the data for transition runs using 
the variable properties relationship for purely turbulent flow 
suggested by Perkins and Worsoe-Schmidt; agreement between 
the correlation and the data was poor, indicating that the flow 
was not turbulent. Good results were obtained, however, with 
the laminar flow correlation described by equation (;">); results 
for the reverse transition runs are shown in Fig. 1. 

For purposes of comparison and discussion, each of the heated 
flow runs was classified according to the type of flow that was 
found to be present. The primary basis of the classification 

scheme was the graphical representation of Fig. '•>. Downstream 
data points for runs classified as laminar, transitional, i.e., show­
ing evidence of reverse transition, or turbulent were displayed on 
a graph of wall-to-bulk temperature ratio versus modified wall 
Reynolds number as suggested by MeEligot, Ormand, and Pei-
kins [21J; good agreement with the suggested borderlines was 
obtained. The classification of the experimental runs in the 
present study was also in good agreement with the classification 
scheme used by Bankston, Sibbitt, and Skoglund in which the 
parameter defined by equation CJ) was used in place of the modi­
fied wall Reynolds number. 

Another parameter used in the description of the turbulent to 
laminar transition process was the quantity described by equa­
tion (1 ) which was defined by Moretti and Kays [Hi] for external 
boundary-layer flows subjected to strong accelerations. It is of 
interest to investigate the utility of this parameter for an internal 
flow situation. Aloretti and Kays found that the onset of transi­
tion was marked by large increases in the value of A", and it was 
suggested that laminar results would be obtained if the value of 
A" exceeded )!.() X 10"". For the experimental runs associated 
with the present work, local values of the parameter A" were ob­
tained by using the bulk velocity and the bulk kinematic viscos­
ity. Average values of the quantity A are listed in Table 1; 
it is interesting to note that the internal How reverse transitional 
runs exhibit good agreement with the critical numerical value 
suggested by Moretti and Kays while the completely laminar and 
completely turbulent runs differ by about an order of magnitude 
from the critical value. For tube flow the value of A" exhibits 
little change with axial distance along the tube: no sudden in­
crease is apparent. The disparity between this fact and the 
results of Moretti and Kays can be explained in terms of the 
velocity required by the definition of K; the mass velocity,1"/; 
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for lube How is not subject to arbitrary change, but the free 
stream velocity in the external How" experiment was deliberately 
incieased by a variation of the duct geometry. I t should also be 
noted that Back and Seban [lo] found that a value of K equal to 
•_> •• ID -6 for the external How form of the parameter was in 
belter agreement with their data than was the value suggested 
b\ Aloretti and Kays. 

The external flow acceleration parameter, K, can be translated 
into terms more pertinent to tube How through the use of the 
continuity equation, the equation of state for a perfect gas, and 
an energy balance on an element of the tube; the result is 

(PI) f <•„ 
(7) 

Average values of A'^ for the experimental runs are shown in 
Table I, and, as expected, these are in agreement, with the values 
of A. The general features and the trends are the same a.s those 
described for the external How parameter, but K,t, is composed of 
quantities that are more readily available from the specification 
of a design problem for a tube flow situation than are the quan-
'iiies that, comprise A, He,,, or 7',,, '/',,. Thus a classification of 
experimental runs on the basis of K^ should prove more helpful to 
the designer than would a classification based on any of the pre­
viously mentioned parameters. 

[1 can be observed that the runs involving turbulent flow with 
mild heating exhibit values of K,p in the neighborhood of 10~7, 
•vhile the completely laminar runs have values in the vicinity of 
Id"5. It is also interesting to note that a number of points are 
mouped together near the value 

A'« = 1.5 X U>-« 

and thai these are precisely the runs for which a significant, de­
parture from the turbulent prediction can be observed in the 
graphs involving the (Iraelz solution length parameter, Fig. 3. 
It is therefore suggested that the variable properties turbulent 
How correlations do not provide acceptable predictions if the 
above value of K$ is exceeded for an iuit hilly turbulent How situa­
tion. 

The axial distance required for a complete transition from tur­
bulent flow to laminar flow was also examined on the basis of the 
experimental data, presented in the preceding material. I t was 
regarded as a foregone conclusion that, for a sufficiently long tube 
and continuous heating, the How would eventually become 
laminar because of the increase in viscosity regardless of the 
value of A'^; the effects of high lieating rates are to reduce the 
distance required for the transition process to occur and to in­
crease the value of K$. I t was assumed that a relationship that 
would predict the onset of laminar flow could be formulated in 
terms of the bulk inlet Reynolds number and the wall-to-bulk 
temperature ratio. The resulting expression, determined from 
cross plots of the data, is: 

(2 X 10-8)(7' inll, t)(Reb, i,,,,,.)2 
(8) 

for 7'iqici. in degrees Rankine. This expression was found to yield 
reasonable, i.e., ± 2 0 percent, estimates of the axial location at 
which the experimentally measured Nusselt numbers attained 
the values predicted by the constant properties laminar flow solu­
tion for runs both with and without precooling. This relationship 
encompasses both the present data, taken on a 100 diameter 
heated section, and that of reference [20] taken on a 160 diameter 
heated section. The presence of the bulk inlet temperature in 
equation (8) allows the expression to be used for various inlet 
temperatures. A form of equation (8) without the inlet tempera­
ture was found to yield good agreement with experimental data 
for precooled runs, but agreement was poor for runs with ambient 
inlet temperatures. I t is postulated that this discrepancy may be 
traced to the difference in the rate of change of viscosity with 

temperature above and below 200 deg R for the test gases used. 
It, should be mentioned that the foregoing relationship for 

predicting the axial location of the existence of laminar flow was 
obtained from the experimentally determined heat transfer 
parameters, and the possibility exists that the friction factors 
have a greater degree of sensitivity to heating rate than do the 
Nusselt numbers. 

Conclusions 
The following conclusions, pertinent to the flow of a gas 

through a circular tube with a constant heat flux boundary condi­
tion, may be drawn from the results of this investigation: 

1 High heating rates may cause laminar values of heat trans­
fer coefficients and friction factors even though the bulk Reynolds 
number lies well above 2200. 

2 If the value of 

Kd 
(PDTc, 

1.5 X 10-° 

based on bulk properties, is exceeded for an initially turbulent 
flow situation, then the turbulent, flow correlations no longer pro­
vide acceptable predictions of the Nusselt, number and the 
friction factor. 

3 The Nusselt numbers and friction factors at locations down­
stream from the point 

D 
~ (2 X 10-«)(7'illlet)(Hel„ i uiot)

2 - r 
laminar \ I [, 

'/', 

for bulk inlet temperatures in degrees Rankine, may be obtained 
from the laminar correlation equations even though the flow is 
initially turbulent. 
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G. J. KIDD, JR.2
Oak Ridge National Laboratory,
Oak Ridge, Tenn. Mem. ASME

The Heat Transfer and Pressure-Drop
Characteristics of Gas Flow Inside
Spirally Corrugated Tubes1

Heat trall.lfer and pressure-drop experiments have been pC/jormed for glls jlow inside
nine, '/2-in-OD, OJ)35-in. wall thickness, A-nicke!, spirally corrugated tubes. The
corrugations, which !'!Iried from O'(J03-0.028 in. deep, were formed by pulling the tubes
through a rotllting head containing four embossing tools; corrugation-spacing-to-corru­
gation-depth ratios (P/e) ran from! 6-41. The data, for heat transfer to nitrogen, at
approximately 200 psig, were correlated by an expression of the form NNu.B(NI'"B) -0.4

X (Tw/TB)o.5 = A (Nne,B)"', where all the physical properties were evaluated at bulle
gas conditions. The exponent,m., on the Reynolds number was observed to be con­
sistelltly greater (0.854-0.900) than the !'!I!ue of 0.8 found for smooth tubes; the COIl­

stalil, /1, l'aried from O'(J095-0.0 195 with no apparent correlatioll with P / e. Frictioll
factors, measured with adiabatic aililmo, were fonnd to be up to 1.7 times that for smooth
tubes. Tubes of this geometry were found to be l,ery etlectire in ellhancing heat tran.lfer.
On lin equllljmmping j)ower bllsis, for eXlimple, II tube with P/e = 22 lwd a heat trans­
fer coe.tlicient 22 percent greater than a smooth tube.

Introduction

AN I';NI'I';HIMI';NTAL stud)' has heell made uf the heal.
j ransfer and pressme-drop characteri:4ics uf gas f1uw inside
spirally curl'llgated tube.';. This type of tube was lirst studied at
the Oak ltidge Natiunal Lahuratury hy Lawsun, et al. [II."
whuse results shuwed that spirally corrugated tuhes were very
effective in enhancing the heat transfer tu water. Because of a
continuing interest at OltNL in advanced gas-cooled reactor
technology, the decision was made to see if tuhes of t his type
would also he effective in transferring heat tu gases.

Nine tnhes were examined in the present study. Folll' tuhes,
typical of those tested, are shown in Fig. I, and the significant
geometric parameters of the nine tuhes are lisled in Tahle l.
The first number of the tube designation gives the approximate
corrugation piteh in hundredths of an inch and the second numher
gives the corrugation depth in thousandths of an inch. The test
sections were made of J/2-in-CH) by O.O:l;i-in. wall A-nickel tuhing

I llcseal'eh spollsored hy the TJ. S. Atolnie Encrgs' COllunbsion
nnder contraet with Union Carbide Corporation.

2 Presently, Oak Ridge Gaseous DiflusionPlant, Oak Hidge, Tenn.
" Numbers in brackets designate References at end of paper.
Contributed by the Heat Transfer Division and presented at the

Winter Annuall\leeting, Los Angeles, Calif., November 16-20, 19(;\),
of THE lbmlUCAN SOCIETY OF MgCHANICAL ENGINgEHS. Manu­
script received by the I-Ieat Transfer Division, .rune 12, 19G9. Paper
No. (j9-WA/HT-:3.

Journal of Heat Transfer

Fig. 1 Typical spirally carrugated tubes

I:; in. long. The tubes were corrugated by pulling them (on II

draw bench) through a rotating head that contained foUl' spheri­
eally tipped embossing tools. The pitch of the spiral was varied
by adjustiug the relative speed of t.he draw bench and the rot.at.ing
head, and the depth of the groove was changed by moving the
embosoing tools in 01' out. The pit.eh was defined as the dist.ance
between adjacent grooves or, since t.his was an eosentially qua­
druple thread, 1/, of the lead. The corrugating was done in the
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Fig. 2 Appara tus used to determine heat transfer characteristics of spira l ly corrugated 
tubes 

Table 1 Physical characteristics of sp i ra l ly corrugated tubes 

Tube 
designation 

8-3 
14-6 
22-11 
35-16 
44-28 
51-10 
65-18 
85-24 

102-25 

Groove 
pitch 

P ( i » . ) 
0.078 
0.14 
0.22 
0.35 
0.44 
0.51 
0.63 
0.85 
1.02 

Groove 
depth 
c (in.) 
0.003 
0.000 
0.011 
0.016 
0.028 
0.016 
0.018 
0.024 
0.025 

I'/e 
26 
23 
20 
22 
16 
31 
36 
35 
41 

Maximum 
insidediamelei 

of tube 
(in.) 

0.421 
0.428 
0.427 
0.435 
0.440 
0.438 
0.442 
0.442 
0.446 

research shops of the ORNL Metals and Ceramics Division. 
In this study, the maximum inside diameter, D, was chosen as 

the characteristic dimension since it gives the most conservative 
values for the friction factor and heat flux. The physical proper­
ties used in the Nusselt, Reynolds, and Prandtl numbers were 
evaluated at the mean gas temperature. For these experiments, 
the maximum Mach number was 0.1, the maximum heat (lux was 
105 Btu/hr-ft2, and the maximum wall-to-bulk temperature ratio 
was 2.0. 

Heat Transfer Measurements 
The heat transfer characteristics of the tubes were measured 

using the system shown in Fig. 2. In this system, nitrogen was 
conveyed to the test section from a storage trailer, through a 
pressure regulator, which controlled the inlet pressure at 200 psig 
and a set of three rotameters. Direct Joule heating was used 
for the experiments; the power was supplied from a 440 volt, 60 
cps line, stepped down to approximately 3 volts through a satura­
ble reactor and multitap transformer. System temperatures were 
measured with chromel-alumel thermocouples; the readout was 
a 12-point Brown recorder. The average inside wall tempera­
ture, Tw, was calculated from the arithmetic average of nine 
thermocouples spot-welded to the outside of the tubes. A correc­
tion was made for the temperature drop across the wall; this drop 
ranged from a few degrees at high flows and low heat fluxes up to 
50 deg for the reverse conditions. In general, it represented less 

I I I ! .• | 

9 

9 

9 

» 
^ e -

e 
— — 0 1 , 

• • ! 
2XICT 5 10= 2 5 H 0 D 

/VRe 9 , MEAN REYNOLDS NUMBER 

Fig. 3 Heat transfer coeff icient as a funct ion of Reynolds number for tube 
35-16 

than 5 percent of the wall-lo-gas temperature difference. The 
bulk gas temperature, TB, was taken as the average of the inlet 
and outlet gas thermocouple readings. Test section inlet pres­
sure was measured with a Heise gauge and the overall pressure 
drop, from a point upstream of the test section to one down­
stream, was monitored on a "U" tube manometer. The test sec­
tions were silver-soldered into '/..-in-thick copper electrodes, 
which also served as flanges, at each end, thus giving an effective 
heated length of 12 in. In order to keep heat losses to a mini­
mum, the test sections and mixing chamber were insulated with 
approximately 2 in. of loose fiberglass insulation. Heat loss 
through the insulation, and conduction losses to the electrodes, 
each represented only a few percent of the total heat generated in 
the system. 

A typical set of heat transfer results is shown in Fig. 3 which 
depicts the heal transfer coefficient as a function of the bulk 
Reynolds number for tube 35-16. The scatter in the data is due 
to the variation in wall-to-bulk temperature ratio. When the re­
sults are cast in terms of a modified Dittus-Boelter correlation, 
which includes this temperature ratio, the scatter is reduced as 

•Nomenclature-

A = constant: 

/) = maximum inside diameter of tube 

c = depth of corrugation 

E = effectiveness of heat transfer sur­
face 

/ = Blasius friction factor 

gc — gravitational constant 

h = heat transfer coefficient 
L = length of tube between pressure 

taps 
m = exponent on Reynolds number 
n = exponent on temperature ratio 

ArNu = Nusselt number 
Arpr = Prandtl number 
iVRc = Reynolds number 

;; = pressure 

P = spacing of corrugations 

T = absolute temperature 

V = velocity 

p = density 

Subscripts 

B = bulk 

W = wall 
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Fig. 4 Heat transfer characteristics for tube 35-16 in terms of a modified 
Nusselt parameter 

Table 2 

A'Nu./KA'l'r.fl)" 
tubes 

Tube 

Values 

-«-J(7V 

designation 
8-3 

14-0 
22-11 
35-10 
44-28 
51-10 
05-18 
85-24 

102-25 

of 

'T 

constants for 

«)»- = A(Nn 

Constair 
,1 

0.0095 
0.0131 
0.0195 
0.0153 
0.0104 
0.0143 
0.0100 
0.0116 
0.0147 

heat 

,B)"> 

trar 

for 

sfer 

s])ii 

correlation 

ally corrugated 

Exponent 
m 

0.890 
0.870 
0.862 
0.866 
0.900 
0.864 
0.854 
0.883 
0.861 

can be seen in Fig. 4. The form of the temperature ratio correc­
tion factor (TW/TB)" was based on (he work of Taylor [3] who 
studied a variety of gases at temperature ratios up to 23. In 
general, it was found that an exponent, n, of 0.5 gave the best fit 
to most of the data. For a few tubes, a value of 0.6 or 0.7 gave 
a slightly lower standard error but the difference in the standard 
error was too small to be of any statistical significance. Thus, 
for spirally corrugated tubes, a wall-to-bulk temperature correc­
tion with an exponent of 0.5 is recommended. 

Heat transfer characteristics from all of the tubes are presented 
in Table 2. These are the "best-fit" values of A and m for a 
linear least-squares analysis of the data using the expression 

log [ArNU.B(iVpr,fl)-0-4aV/7,
B)»-5] = log A + m log NUI!,B. 

For the runs used in the analysis, the heat balances (electrical 
input minus conduction losses through the insulation and to the 
electrodes divided by the sensible heat, rise of the gas) were all 
better than ± 1 0 percent and were usually within ± 5 percent. 
As mentioned previously, the heat losses through the insulation 
and to the electrodes amounted to about 5 percent of the power 
input. 

An interesting feature of these tubes is the fact that the ex­
ponent on the Reynolds number is consistently greater than the 
value of 0.8 obtained for smooth tubes [4] while for other com­
mon heat-transfer enhancement devices, such as wire coils or 
twisted tapes, the exponent is usually near 0.8. This means that 
corrugated tubes become "belter" enhancement devices as the 
flow increases. In applications where it occasionally becomes 
necessary to remove amounts of heat greater than the design 
value, this characteristic of corrugated tubes allows them to do 
the job with a relative!)" low increase in flow. As can be seen 
from Table 2, the "rougher" lubes, that is, those with the deepest 
corrugations and the smallest pitch-to-depfh, P/e, ratios, generally 
had the steeper slopes. More tests are needed to define the re­

lationship between roughness and the values of A and m, but it is 
interesting to note that tube 44-28, which had the smallest value 
of P/e, had the greatest, slope. The test, sections were of the order 
of 25-30 equivalent diameters in length; they were preceded by a 
straightening section 50-dia long, the first 15 dia of which con­
tained aluminum honeycomb. Work by Boelter, el al. 15], has 
shown that for this type of geometry (he results are representa­
tives of fully developed flow to within 2 percent, so additional 
corrections for length-to-diameter effects were not required. 

Friction-Factor Measurements 
The pressure-drop characteristics of these tubes were mea­

sured on the apparatus shown schematically in Fig. 5. Although 
it was originally planned to make the pressure measurements 
concurrently with the heat transfer measurements in the heal 
transfer system, if was found that, the location of the pressure 
taps was extremely critical and reliable data could not be ob­
tained with the restrictions imposed by the heat transfer experi­
ments; in the heat transfer system, pressure taps could be located 
only in the electrodes at the ends of the tubes. Instead, it was nec­
essary to put 10 pressure taps along the tubes (5 on corrugation peaks 
and 5 in corrugation valleys) and use these to develop the pressure 
profile along the tube from which the friction factor could be cal­
culated. These tests were made with the same tubes used in the 
heal transfer experiments so that a direct comparison between 
the heat transfer and pressure-drop measurements could lie made. 
As a check on the reliability of the data, pressure taps were placed 
in long sections of smooth tube both upstream and down of the 
corrugated tubes, and the smooth-tube friction factors were cal­
culated for each run. In this system, 80 psi instrument, air was 
the working fluid instead of nitrogen. The flow rates were 
measured with rotameters and the pressure drops were measured 
on water filled "U" tube manometers. Blasius friction factors 
were calculated from the expression 

Ap J 
1L pF 2 

By operating the system at 80 psi, it was possible to keep the 
Mach number below 0.1 so that compressibility effects were 
negligible. 

The results of a typical run are given in Fig. 6. The friction 
factor for the corrugated tube and that for the smooth tube are 
shown. As can be seen the smooth tube data are in reasonable 
agreement with the Karman-Nikuradse line indicating that the 
system was functioning properly. This behavior was typical of 
all the friction-factor measurements. 

Fig. 7 is a composite of all the friction-factor measurements for 
the corrugated tubes.*1 Even with multiple taps on the tubes, 
considerable scatter was frequently found in the data and the 
shaded areas indicated that scatter. 

There did not, however, appear to be any significant variation 
in friction factor with axial position, indicating that the flow in 
the corrugated tubes developed in a very short distance. This 
is not surprising since the flow was already well developed in the 
smooth section upstream of the test section. 

Effectiveness of Spirally Corrugated Tubes 
One method of evaluating the effectiveness (E) of an "en­

hanced" tube is to compare the heat, transfer coefficient for the 
tube at some pumping-power level with the heat transfer coef­
ficient for a smooth tube at the same pumping power. Stated 
mathematically, the effectiveness E is 

E = 
/ 'c„h 

hm •quiil p u m p i n g po 

4 Tube 22-1 1 was destroyed while removing it from the electrodes 
used in the heat transfer portion of the experiment; thus friction-
factor values were not obtained for it. 
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Bergles and :Morton [()] show that Itt the same pumping power
the relationship between the Heynolds Humbers in smooth and
enhanced tnbes is given by

Naturally, if E is greater than 1, the enhanced tube looks VeI'~'

attractive; however, even when the ratio is less than 1 there an'
other factors such as material cost, space limitation, etc., thai
make some enhanced tubes have merit. in certain applications.

To illustrate the effectiveness of the spirally cOl'l'ugated tubb
let us examine the results for tube 35-16. Assuming the smooth
and enhanced tubes will operate at the same conditions, the ratio
of heat transfer coefficients becomes\I

\ TEST SECTION

HOSE

A
I -'
- I
J I

henhanced

hSlUooth

[iVNu,n(JVPr,B) --·0.4('[ II"! 1'B)O.5] enhanced

[JVNu,n(L\TPr,n) -O.4( T w/TB)0.5] SIlH,Jotb

(l\T He );mlOoth = (lV He:) enhancedfenllt\llceil •
37 )O.358,

PRESSURE TAPS
( 0 MANlFOLO AND MA O:.~ETERSl·

SAC_ PRESSURE

I I CO" ROL V4LVE

At a Heynolds number of 10', tube 35-16 has a friction factor of
0.029;j; for a corresponding smooth tube, ,VHe smooth = 1.21 X 10".
At this Heynolds number, the Nusselt parameter for the smooth
tube would be 267.: however, this parameter for the COl'l'U­
gated tube is i\2;j. The efl'eetiveness therefore is

FLOW STRAIGHTENER

PRESSURE
REGULATOR

Fig. 5 Schematic diagram of apparatus used in pressure-drop measure­
ments

~32t)
E = = 1.22

267

and this tube at. these conditions thus has better heat transfpl"
properties than a smooth tube for the same pumping power. Thi"
result corroborates the earlier conclusions of Lawson, et a1. [1 L
based on studies with water flowing inside spirally corrugated
tubes, that this type of tube effects significant increases in heal.
transfer over that observed for smooth tubes at the same condi­
tions.

Summary and Conclusions
Heat transfer [md pressme-drop ('Illlracteri,tics have been d(·­

termined for gas How inside (J spirally corrugated tubes. Data,
for heat transfer to nitrogen, at heat Huxes up to 10' Btu/hr-ft'
and wall-to-bulk temperatme ratios to 2.0, were correlated by th..
expression:

where the values of A and 1/1 are as listed ill Table 2. Values for

5
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Fig_ 6 Typical pressure-drop results for tube 35·16
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m were consistently greater than 0.8 and generally depended on 
the roughness of the corrugations; there was no apparent correla­
tion of the values for A with roughness. Isothermal friction 
factors were measured using air and were found to be up to 70 
percent greater than smooth-tube friction factors. Spirally 
corrugated tubes were found to be effective devices for enhancing 
heat transfer to gases. A tube, which had a P/e ratio of 22, had 
a heat transfer coefficient 22 percent higher than a smooth tube 
requiring the same pumping power. Because of their effective­
ness in enhancing heat transfer to both liquids and gases, spirally 
corrugated tubes merit further investigation. Results so far 
cover a limited range of parameters and further studies are 
needed to define such things as the effects of length-to-diameter 
ratio on heat transfer and pressure drop, optimized corrugation 
dimensions, the effect of heat transfer on pressure drop, and the 
effectiveness of corrugated tubes for a wide variety of fluids in 
single and two-phase flows. 
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D I S C U S S I O N 

E.V.Seymour5 

In his discussion of friction-factor measurements the author 
states there appeared to be no significant variation in friction 
factor with axial position, indicating that the flow in the corru­
gated tubes developed within a very short distance. I would like 
to present one relevant result I obtained in a study of the fric-
tional characteristics of twisted tape swirl inducers6 (helically 
twisted metal strips with a width equal to the internal dia of the 
tube). 

Fig. 8 shows the variation of friction factor (defined as in the 
author's article) with distance from the front end of the tape for 
different twist ratios, X, defined as the number of 360 deg twists 
per dia. The conditions here are somewhat different from those 
used in the author's experiments in that the flow is forced 
to follow the helical path immediately and the flow upstream 
from the end of the tape had a flat velocity profile having just 
left a settling chamber via a contraction. However, one would 
expect, from my experiments, to find in the case of the spirally 
corrugated tubes an initial high friction factor over the short 
length where the flow pattern is established. This initial 
variation in friction factor may not have been detected by the 
author's pressure measurement system. Moreover, it may be 
important to include this "inlet loss" in determining the overall 
pressure drop for a length of spirally corrugated tube. 

J. H. Van Sant7 

Heat exchanger designers are always searching for methods to 
improve convection heat transfer coefficients without increasing 
pumping power. If the effectiveness of spirally corrugated tubes 
is indeed greater than unity as indicated by the author (hen this 
can be accomplished. Several other methods such as rough sur­
faces, grooves, twisted tapes, etc., have also been tried in tubes 
with about equal success as described by Bergles and Morton [6]. 
Spirally corrugated tubes having a small pitch are expected to 
effect the flow much like a rough surface and a large pitched corru­
gated tube should cause the flow to swirl much like in a tube with 
a twisted tape. A spiral motion is probably the better condition 
as it gives an increased velocity at the tube wall and also induces 
a secondary convective flow. The corrugated tube may be a 
better way to generate vortex flow as it has less fluid-solid inter­
face but more heat transfer surface than a tube with a twisted 
tape inside. 

If one assumes the flow in the 35-16 tube described in Table 1 
does indeed spiral with the corrugations, then a mean velocity 
near the tube wall can be estimated from the lead and depth of 
the groove and the maximum diameter of the tube by 

IMP- «oi»+'i6P' „ 

5 Shell Pipe Line Corp., Houston, Texas. 
6 E. V. Sevmour, "Fluid Flow Through Tubes Containing Twisted 

Tapes," The Engineer, October 28, 19(36, Vol. 222, pp. 634-642. 

if 

A Reynolds number that includes this velocity can be determined 
by JVHCB* = CJVUCB and a new friction factor from / * = J/C-. 

Data given in Figs. 4 and 6 have been replotted in Fig. 9 in terms 
of Stanton numbers (NSt,B* = ArNu,/i/AfRt!.B*Ari>r.B), /* and 
ArRe,B*. Note that the data agree much better with correlations 
for heat transfer and pressure loss in smooth tubes. If friction 

7 Mechanical Engineer, Lawrence Radiation Laboratory, Liver-
more, Calif. 
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m were consistently greater than 0.8 and generally depended on 
the roughness of the corrugations; there was no apparent correla­
tion of the values for A with roughness. Isothermal friction 
factors were measured using air and were found to be up to 70 
percent greater than smooth-tube friction factors. Spirally 
corrugated tubes were found to be effective devices for enhancing 
heat transfer to gases. A tube, which had a P/e ratio of 22, had 
a heat transfer coefficient 22 percent higher than a smooth tube 
requiring the same pumping power. Because of their effective­
ness in enhancing heat transfer to both liquids and gases, spirally 
corrugated tubes merit further investigation. Results so far 
cover a limited range of parameters and further studies are 
needed to define such things as the effects of length-to-diameter 
ratio on heat transfer and pressure drop, optimized corrugation 
dimensions, the effect of heat transfer on pressure drop, and the 
effectiveness of corrugated tubes for a wide variety of fluids in 
single and two-phase flows. 
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effect the flow much like a rough surface and a large pitched corru­
gated tube should cause the flow to swirl much like in a tube with 
a twisted tape. A spiral motion is probably the better condition 
as it gives an increased velocity at the tube wall and also induces 
a secondary convective flow. The corrugated tube may be a 
better way to generate vortex flow as it has less fluid-solid inter­
face but more heat transfer surface than a tube with a twisted 
tape inside. 
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Fig. 9 A replof of data given in Figs. 4 and 6 using estimated swirl 
velocities 

factors had been measured in heat transfer conditions they would 
be even closer to the Kannan-Nikuradse correlation. This im­
plies that the fluid boundary layers in the corrugated tube lie-
haves much the same as in smooth tubes and the Colburn correla­
tion8 A'st.B*(Ari,r,B)°-6(7'«,/7'/))0'3 = / * / 8 gives a reasonable pre­
diction of heat transfer and pressure loss. Consequently, the 
effectiveness should differ little from unity. 

The wall thickness of the corrugated tubes were probably not 
constant around the lube periphery which should have resulted in 
a circumferential variation of heat flux during testing. Shouldn't 
one expect then, the measured heat transfer coefficients to be 
different from those for a tube with constant heat flux? 

Whenever possible one should make a statement about the 
accuracy of the results of experimental measurements by giving 
an estimate of the combined effect of all probable measurement 
errors. For example, what is the uncertainty interval of the 1.2 
effectiveness value given for the 35-10 tube? 

Author's Closure 
The efforts of the discussers in reviewing the paper and extend­

ing its content are sincerely appreciated. 
As Dr. Seymour indicates, one would expect to find some en­

trance effect on the friction factor for this type of tube. How­
ever, the scatter in the data and the rather wide spacing of the 

8 Holman, J. P., Heat Transfer, 2nd ed., McGraw-Hill Book Co. 
(1908), p. 103. 

pressure taps apparently obscured any effect that was present. 
It is suspected that the magnitude of the entrance loss should 
have been quite small since the test section was proceeded by a 
smooth straight tube approximately 50 diameters long, so that the 
How was well developed prior to entering the corrugated section. 
If, however, the flow does become rotating in nature, as Dr. Van 
Saul's success in correlating the data using a swirling velocity im­
plies, then there should be an angular acceleration which would 
manifest itself as an entrance loss, liather than speculate further 
on this point without adequate information, it would appear that a 
series of three dimensional velocity profile and flow visualization 
studies should be performed to resolve these questions on the en­
trance region and the nature of the flow. It would then be pos­
sible to include the "inlet loss," whatever its value, in the overall 
pressure drop of a corrugated tube as Dr. Seymour points out. 

Although the use of a rotating velocity has proved useful in cor­
relating this and other data, it is felt that the linear velocity has 
the advantage of giving the designer a parameter that is more 
directly comparable from geometry to geometry. There was, to 
be sure, some variation in wall thickness between the peaks unci 
valleys of the corrugation, giving rise to both circumferential and 
axial variations in heat flux. It would seem that the effect of 
these variations was relatively small compared to that created by 
the corrugations on the flow field. This conclusion is implied 
from both the pressure drop portion of this study, in which there 
was no heat being transferee!, and from the study of Lawson, et al. 
[1 ], in which condensing steam was the heat source. Nevertheless 
this point should be checked; perhaps an experiment using a 
heavy walled tube with the corrugations machined on the inside 
and resistance heaters wrapped around the outside would provide 
some additional insight into the matter. 

In response to Dr. Van Sant's question about measurement 
errors, it is felt that the precision of the measurements is within 
± 5 percent. The experiments were performed using standard in­
strumentation for this type of work, 0.5 percent meters for 
the electrical measurements, calibrated flowmeters, recorders, 
thermocouples etc. The accuracy of the measurements is best 
reflected in the scatter of the data. As was mentioned, the heat 
balances were generally within ± 5 percent while the friction fac­
tor data ranged from ± 5 percent to more than ± 2 0 percent. 
For the 35-16 tube the scatter in the friction factor results was 
relatively small so that the uncertainty in the effectiveness was 
of the order of 15 percent or 

E = 1.2 ± 0.18 
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Steady State Heat Transfer in Partially 
Liquid Filled Porous Media 

Introduction 

I HE FLOW of fluids and of heat through capillary 
porous media have been subjects of research for at least fifty years. 
Early research on this subject included the studies of moisture 
migration in soils by Boyoucos [I] ,1 Winterkorn [2], Taylor and 
Cavazza [3], and Rollins, Spangler, and Kirkham [4]. Other 
workers, such as Krischer and Esdorn [">], studying heat transfer 
and drying did experiments at higher temperatures and over a 
broad range of moisture contents. They established that the 
vapor and liquid movement: can act in concert when coupled with 
local evaporation or condensation. Liquid can evaporate, dif­
fuse as a vapor, and recondense. Simultaneously, there can be 
flow of liquid either concurrent with or counter to the vapor dif­
fusion. The driving force for liquid flow is presumed to be a 
gradient in capillary pressure due to a gradient of liquid concen­
tration and/or the effects of the temperature gradient on surface 
tension. 

Quantitative analysis of the transport phenomena in porous 
media has been tackled from both the microscopic (capillary) 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript re­
ceived by the Heat Transfer Division, October 10, 1908; revised 
manuscript received, May 0, 1970. Paper No. 70-HT-N. 

process level and from the phenomenological, macroscopic view, 
tt is possible to consider separately each of the transport mecha­
nisms for each phase which would include conduction in solid, 
liquid, and gas, diffusion in gas, and capillary flow in liquid. 
These transports are, of course, governed by Fourier's law, Pick's 
law, and D'Arcy's law, respectively (thermal effects on diffusion 
and capillary flow must also be considered). Further, these 
transports are coupled by a phase transition (evaporation—con­
densation). The difficulty of proceeding with an essentially 
microscopic analysis is that the geometry of the structure is not 
amenable to quantitative description and the individual trans­
port processes relate to local (microscopic) values of temperature, 
pressure, and concentrations which are not measurable. Prob­
ably the most extensive and thorough analysis of this sort has 
been given by Philip and de Vries [6] and de Vries [7]. While 
their results illuminate the character of the interdependence of 
the microscopic processes, their quantitative validity or range of 
applicability has been tested against only very limited experi­
mental data. 

More recently, several investigators have applied the formal­
isms of nonequilibrium thermodynamics to analyze the simul­
taneous transfer of mass and energy. One of the best known is 
the treatment presented by Lykov and Mikhaylov [8] although, 
as has been pointed out by Valchar [9], their analysis does not 
rigorously follow the tenets of nonequilibrium thermodynamics. 
Other analyses have been published by Ash and Barrer [ 10), Gary 

•Nomenclature-
G = Gibbs free energy 
H = enthalpy 
./ = flux with respect to motion of the 

center of mass 
k = thermal conductivity 
L = coefficient in flux-force equations 

M = molecular weight 
P = pressure 

P\ = liquid pressure 
P„ = gas phase pressure 
Pc = suction potential = Pg — Pt 

It 
S 

T 

V 

X 

X 

= gas constant 
= entropy 
= temperature, 
= volume 

= driving force in 
lions 

= mole fraction of component i in gas 

phase 

= latent heat of vaporization 

= chemical potential 

p = density 
Pj — density of pure component / 
\p = liquid saturation, fraction of pore 

space occupied by liquid 

lux-force equa- Subscripts 

(j = gas 
0 = solid 
1 = liquid 
2 = vapor of liquid 
3 = noncondensable gas 
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[11|, Taylor and Cary [12], Evans, Watson, and Mason |13 | , 
Vink ll-t], and Mokadam [l.">, 16]. The phenomenological ap­
proach via none((uilibrium thermodynamics bypasses the need 
I'm a description of the microscopic geometry and can yield a 
complete, rigorous analysis subject only to questions about the 
ba^ie validity of this approach. The results, however, are in 
terms of complex transport coefficients and thermodynamic driv­
ing forces which do not relate simply and directly to the usual 
measured quantities. 

In this study we have undertaken the limited objectives of 
line, testing the validity of a linear flux-force equation in a closed 
~\-tem at steady state and two, experimentally probing for the 
mechanisms which will limit attainable heat transfer at, steady 
-late. The study was further limited to closed systems where 
the macroscopic mass flux of liquid and vapor must add to zero. 

Phenomenological Analysis 
If a macroscopic view is taken of the porous medium and the 

entire system is sufficiently larger than the pore dimensions, then 
the system may be considered locally homogeneous. From this 
view the entire system is a single "phase" composed of the follow­
ing components: solid, liquid, vapor of the liquid, and noncon-
densabte gases. These components are designated by the sub­
scripts 0, I, 2, and '•>, respectively. The determination of the 
flux-force relationships is directly as given by many authors in­
cluding de (iroot [17] or Fitts [18]. Various forms are possible. 
The one given directly below is based on the form used by de 
(iroot [17] where the flux-force products are the components of 
entropy production rate multiplied by temperature. 

./, = L,,,,Xq + L,,aXi, + /J«IA'I + LgtX-, + L,,3X3 

./„ = /.„„A"„ + Lm\\, + AOIA'L + LnX, + L03X3 

./. = Lu,Xq + hu,X„ + LuX, + Lv>X-, + L13X3 

./•• = U,X„ + /,.Vti + / « A , + /,,,A2 + LnX3 

./:, = L3„A'« + L30X„ + /,3,.Y, + />.,»A, + L33A3 

•', = f;,X, 

where J,, refers to the heat flux; ./0, J \, J>, and J3 refer to the 
fluxes of solid, liquid, vapor, and noncondensable gas, respec­
tively. Jr is the local evaporation rate. All mass fluxes are 
relative to the motion of the local center of gravity. The Lti are 
the phenomenological coefficients which are presumably related 
by the Onsager reciprocal relations. The driving forces are de­
fined as follows: 

(1) 

A„ — V In 7V A,- = -TV 
T 

A,. Hi CO 

where T is absolute temperature and ^, is the chemical potential 
of component i. To apply these equations to the analysis of a 
specific problem requires that the chemical potentials be related 
to more directly measurable quantities. 

The set of equations (1) is not an independent set since by 
definition: 

./, + J\ + J-i + ./3 = 0 

Further, for the closed system at steady state: 

./« = 0 

./, + ./•> = 0 

(o) 

('D 

J-i 0 

These restrictions may be used to reduce the original six equa­
tions to three. If an assumption is made of local equilibrium be­
tween liquid and vapor, two further simplifications occur. One, 
the expression for ./,- can be discarded as ,/,. must simply take the 
value necessary to maintain equilibrium. .Secondly, vapor-
liquid equilibrium implies ^i = ^i or, therefore, that Xi = X->. 
Together the conditions of steady state and vapor-liquid equi­
librium serve to reduce the original equations to:2 

./ „ — Lciq A a (">) 

This is, of course, simply Fourier's law as we should expect. 
However, if does not refer to heat transferred only by molecular 
conduction in the usual sense but rather to the heat transfer 
process in the porous medium including energy transferred via a 
balanced combination of liquid How and vapor diffusion. It 
should apply only under the specified restrictions: a closed sys­
tem at steady state with vapor-liquid equilibrium. Detailed 
discussion of special forms and cases of the transport equations 
for porous media is given in a thesis by Breyer [19]. 

Experiments to Measure Conductivity 
To test the validity of equation (o) and to observe the magni­

tude of Lq„ and its dependence on temperature and composition, 
experiments were performed on the apparatus described in Fig. 1. 
Fluids from constant-temperature baths maintained upper and 
lower surfaces at constant temperatures. The porous medium 
sample was sandwiched in series with glass plates between the 
constant-temperature surfaces. Thermocouples in small holes 
drilled to the center of brass plates recorded temperatures on 
either side of the glass plates. Other thermocouples recorded 
temperatures within the porous medium. Sample dimensions 
were 6 in. square by 2 in. thick. Temperatures were recorded 
from thermocouples ( W i n . dia) located at ' v i i i . intervals 
through the thickness. The thermocouple readings yielded a 
description of the temperature profile and the temperature dif­
ference across the glass plates (of known thermal conductivity) 
permitted a calculation of the heat flux. The composition, or 
liquid distribution, in the sample was measured by an x-ray in­
tensity scan using apparatus and techniques described by Adams 
[20], The apparatus was immersed in several inches of silica 
aerogel insulation to minimize lateral heat flow. 

- See Appendix for more details on derivation of equation (5). 
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experiment on glass beads at 61 percent average liquid saturation and 
54.4 in. mercury total gas pressure 
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Fig, 4 lqq as a function of temperature «nd saturation for rayon fetts-
water-air; gas phase pressure controlled at 45 in. mercury absolute 

0.4 0.6 
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Fig. 3 Lqq as a function of temperature and saturation for glass beads-
water-air; gas phase pressure controlled at 54.4 in. mercury absolute 

Measurements were made using glass beads3 about 300 microns 
in diameter and also on beds of rayon felts.1 The felts were of 
nominal V'-rin. thickness but were compressed 8 to the inch in 
these experiments. The glass bead specimens had a void fraction 
of 32 percent and the felt layers 80 percent. More detailed de­
scription of the apparatus and experiments is given by Breyer 
[19]. 

A typical experimental result is shown in Fig. 2 for an experi­
ment done on the glass beads at an overall average liquid satura­
tion of 01 percent and a gas phase pressure of 54.4 in, of mercury 
absolute. Numerous such experiments were done covering a 
range of temperatures, temperature differences, and average 
liquid saturations while keeping the gas phase pressure constant 
through a series of experiments. From each experiment a series 

0.4 0.6 
SATURATION 

1.0 

3 Minnesota Mining and Manufacturing "Super-Brite" type 090-
5005. 

4 American Felts type 72RV32. 

Fig, 5 Lqq as a function of temperature and saturation for rayon felts 
with holes-water-air; gas phase pressure controlled at 45 in. mercury 
absolute 

of values of Lqq was obtained by calculating A', = (— V In T) 
from linear interpolation of successive thermocouple readings and 
dividing this value of driving force into the heat flux. Thus a 
given experiment yielded eight values of Lqq each at a different 
temperature and liquid saturation. The results from two series 
of such experiments on the glass beads and air, respectively, are 
summarized in Figs. 3 and 4 as contour plots of L,n as a function 
of temperature and liquid saturation. Curiously, each of these 
plots shows two maxima. 

Two additional sets were also run with felt samples. For 
the first, vertical holes VVin. dia were drilled at 1-iu. centers 
in the felt samples. For the second, using the felts with holes, 
air was excluded by evacuating the system before charging with 
water. The results from these sets are summarized in Figs. 5 
and 6. 
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Fig, 6 lqq as a function of temperature and saturation for rayon felts 
with holes-water, no air present 
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Fig. 7 Schematic diagram of apparatus 

Since the contour plots were prepared by cross plots and inter­
polations from the raw data, no experimental points are shown on 
the contours. One contour plot derives from 15 experiments 
yielding 120 data points. The largest error source comes from 
uncertainty in the heat flux arising from edge losses and errors in 
temperature measurements. The estimated precision of the L,n 

values is ± 1 0 percent based on the precision of temperature 
measurements used in the calculations and the potential error in 
estimating VT by linear interpolation. 

Fig. 8 Summary of results on glass bead beds; data points labeled 
with bed temperature range in deg C 

Experiments at High Fluxes 
The system for conductivity measurements was limited to 

operations at relatively modest heat fluxes. To observe behavior 
on forcing larger heat, fluxes a second apparatus was constructed. 
This equipment, shown schematically in Fig. 7, held a sample in a 
stainless steel chamber with the bottom surface heated by quartz-
tube infrared lamps. The temperature of the upper surface was 
maintained by a liquid above it boiling at constant pressure. 
This liquid was condensed and returned from a condenser in 
which a monitor on cooling-water flow rate and temperature per­
mitted calculation of the heat flux through the system. Insula­
tion minimized lateral heat flow. Temperatures were moni­
tored by thermocouples in the upper and lower sample-container 
surfaces and one mounted inside the sample container. Further 
details on this apparatus and experimen ts are given by R iback [21 ]. 

For the tests the sample chamber was partially filled with the 
porous material, either glass beads or copper shot. Water was 
added sufficient to fill approximately .50 percent of the pore 
volume. The temperature of the upper surface was set by ad­
justing the pressure on the condenser and heat flux was regulated 
by setting the input to the quartz-tube lamp. By working with a 
partially filled chamber and measuring temperature at the two 
porous bed surfaces, the condensation part of the evaporation-
diffusion-condensation cycle was effectively put external to the 
s.ystem under observation. 

The glass beads used were the same as described earlier.5 The 
copper beads6 were somewhat ellipsoidal with a major axis about 
0.0419 cm and a minor axis about 0.0297 cm. Tests with the 
glass beads were run with the sample chamber containing 0.95 
cm, 1.9 cm, and 2.9 cm of beads. With the copper shot, bed 

5 Minnesota Mining and Manufacturing "Super-Brite" type 090-
5005. 

6 Purchased from Belmont Smelting and Refining Works. 
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thicknesses of 2.9 cm and 7.6 cm were used. 
Fig. 8 summarizes the data obtained with the glass bead beds. 

An "effective thermal conductivity" (heat flux times sample 
thickness divided by temperature difference between sample 
surfaces) has been plotted versus average bed temperature (mean 
of sample surface temperatures, !A(Ti + T-,) per Fig. 7). While 
this is a convenient way of summarizing the data, the plot cannot 
be regarded as a functional relationship. "Effective thermal 
conductivity" is a convenient normalized parameter but lacks 
precise definition when calculated from the VT over the entire 
sample. Likewise "average bed temperature" calculated as the 
mean between the hot and cold sample surfaces is arbitrarily de­
fined. (To complete specification of the experiments each data 
point, has been labeled with two temperatures corresponding to 
the top and bottom surfaces of the sample, respectively.) How­
ever, though the parameters may lack precise definition, they are 
adequate to firing out some obvious features. There is in each 
ease a definite maximum in the effective conductivity or ability 
of the system to transport heat. There is also an apparent 
optimum with respect to the sample thickness. The 1.9-cni bed 
yielded higher effective conductivities than either the 0.95-cm bed 
or the 2.9-cm bed. At low temperatures, the 0.95-cm bed was 
more effective than the 2.9-cm bed but the reverse applied at 
higher temperatures. 

Tests with the copper beads yielded similar results as may be 
seen from Fig. 9. The largest recorded steady state values of the 
effective conductivities were 0.133 cal/cm • sec• deg C for the 2.9-cm 
bed. Attempts to achieve larger conductivities (or fluxes) by 
increasing temperature led to much smaller values and generally 
to unstable operation which prevented location of specific maxima 
in Fig. 9. A second set of experiments with copper beads but 
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with air excluded yielded the results summarized in Fig. 10. 

Discussion 
The data from experiments to determine Lm support the 

validity of equation (5). In the preparation of the contour plots 
there was extensive overlap of data which were consistent. 
That is, for the same temperature and liquid content in different 
experiments the same values of Lm obtained even though tem­
perature gradients were different. Further, some experiments 
were run with the higher temperature on top and some with it on 
the bottom. In the former situation the capillary liquid flow 
must counter gravity while in the latter it is aided by gravity. 
When the shift of orientation in the gravitational field is made 
holding other boundary parameters and conditions constant, a 
higher heat flux obtains with gravity aiding the capillary flow. 
However, this is also reflected in the temperature and liquid dis­
tribution profiles and the Lqq values, as they should be, are ap­
parently independent of orientation in the gravitational field. 

Comparing Lm values between glass beads and felt shows them 
to be of the same magnitude. The maximum in Lm at the lower 
temperature for the felts (which have a much larger void fraction) 
does occur at lower fractional saturation. Comparing Figs. 5 
and 6 we see modestly larger L„ values for the felt with holes but 
find the low-temperature maximum shifted from about 95 deg C 
to about 82 deg C. The holes would be expected to have their 
primary effect in lowering the resistance for vapor diffusion, 
Removing air from the system takes the vapor transfer from a 
diffusion process to a capillary flow process and, as the comparison 

140 

60 80 100 120 
AVERAGE BED TEMPERATURE (°C) 

Fig. 9 Summary of results on copper bead beds; data points labeled Fig. 10 Comparison of results with and without air present in 2.9-cm 
with bed temperature range in deg C copper bead bed 
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dt 1 ig "> and u shows, \ lelds an oidci-of-magmtude increase in 
/ , n\ ei a limited lange of tempeiatuie ana liquid content. (For 
(IK e\penments without an the s W e m was evacuated and 
dinged with deaeialed watei Ilowevei, no steps were taken 
to icniove 01 msiue fuithei the absence of noncondensables.) 
Hit satuiations m Fig 6 weie based on poiosih of the structure 
without holes Values gieatei than 1 0 indicate the presence of 
liquid m the holes 

1 he double maxima m the /.,„ (outouis ma\ be related to the 
ii nine of the suction potential cuives (ieneially suction poten-
ti il uuves, as a Inaction of liquid satuiation, are iS-shaped. 
Iheie is a mid-iange m satuiation wheie the slope is small, and 

IK in c diivmg ioices toi tapillan flow aie small unless the satura­
tion giadients aielaige 

While imining these expeiiments, eltoits weie made to operate 
iindci (onditions wheie huge fluxes would obtain. However, if 
liiiomcs appalent that this (ould not be done In the hotter 
]ioitioiis dt the bed theie s a net evapoiation The energy for 
ibis evapoiation must be dehveied to the liquid interfaces by a 
pinups ol (moleculai) (ondiRtion With a low-conductivity 
-iilul matiix and a lelativeh low-c onductivih lu|uid, this process 
i- limiting and leads to the establishment of conditions corre­
sponding to small values ol / ,„ m these legions In the cooler 
Mgions theie is net (ondensation whnh is also limited by the 
iii<essit\ of t a m i n g the latent heat awa\ b\ (molecular) con-
'IIK tion Otih m an mteimediate legion wheie there is negligible 
n(t evapoiation oi (ondensation can < onditions tor larger values 
oi Ltl obtain In this legion it is appaient from the experi­
mental lesults that vapoi dillusion mas lie limiting, as decreasing 
die diltusion lesistance In lemovmg noinoudensables markedly 
im leased Lu Laige effective theimal (onductivities can be 
in untamed thioughoul a poious medium onl\ il liquid and vapor 
ic both geneiated and (ondensed extemalh oi if solid and/or 

liquid have laige (molcmlai ) theimal (ondiu tivities, i.e., if one 
oi both aie metals 

The second gioup <>t expeiiments was designed to probe this 
mailing teatuie The geneial (haiai fei ol the lesults showing an 
initial lapid inciease m effective (ondiu tivitx with temperature 
aid oi tempeiaftue giadienl is expei ted fiom the effect of tem­
peiatuie oa vapoi piessuie The appeaiaiue of a maximum 
lollowed b\ shaip dot line (oi unstable opeiation with the copper 
IK ads) mdn ues a bieakdown in the evapoialion-diffusion-ciin-
deiisatiomapillan flow (\ (le It these items are not kept in 
lulaaie, then one pait of the s\stem will d i \ out and become a 
icgioa oi Luge lesistame oi small eflee live conductivity, thus 
limiting the flux that (an be tiansfened thiough the system. 
Has di\ mg ( ondition is telated to a tailme of the capillary flow to 
maintain an adequate flow and distiibution I nder the condi-
Uousof these expeiiments the (apillau flow would result from the 
» turn ol two diivmg foiees, giavit\ and am suction potential 
giadients established iti the s\stem When the heat flux exceeds 
die t a p n o u toi (apillan flow, di \ ing at the hot surface ensues. 

It is, however, not so obvious why the copper bead systems 
were able to sustain fluxes 35 times as great as the glass bead 
system as is seen by comparison in Fig. 11. While the copper 
beads have a much higher thermal conductivity than glass, direct 
molecular conduction can account for only a small fraction of the 
heat flow in the experiments at high flux. However, in all cases, 
glass or copper, drying-out occurs in the temperature range near 
(lie normal boiling point of water. With these experiments in a 
sealed container at modest temperature, the pressure was near 1 
aim. and the gas phase was primarily air. However, as the 
temperatures approached 100 deg C, the pressure increased 
dramatically and the gas phase became as much or more water 
vapor than air. While this may .yield pressure gradients favor­
able to the vapor flow, it can .simultaneously act to retard the 
capillary flow. The effectiveness of suction potential gradients 
related to liquid-air-solid interfaces may be destroyed and gravity 
effects overcome. Hence, (hying appears as a temperature- and 
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Fig. 11 Comparison of results with glass and copper beads in 2.9-cn 
bed 

pressure-sensitive phenomenon rather than a direct response to 
large heat flux. 

As a check on this interpretation of drying-out, another series 
of experiments was run with the 2.9-cm copper bead bed. In 
this series the sample chamber was evacuated after adding the 
copper beads and water. This removed most of the air. The re­
sults of this series are compared to the comparable series with air 
present in Fig. 10. The series without air yielded higher effective 
conductivities—presumably because of the decreased resistance 
to diffusion. However, the maximum effective conductivity 
achieved before drying-out was no higher and occurred at a lower 
temperature than with air present. This is consistent with the 
interpretation of drying-out previously given. 

In Fig. 11 the effective conductivities achieved with copper 
are compared with the glass bead values. As noted above, the 
effective conductivities achieved with the copper bead beds was 
about 35 times that achieved with the glass bead beds. Except 
at the lower temperatures the major fraction of heat is carried by 
the mass transfer mechanism, and the higher basic thermal con­
ductivity of the copper does not directly account for the much 
higher "effective conductivities." However, the mass transfer 
mechanism requires first the evaporation of liquid. At steady 
state in the sealed system it is expected that the evaporation 
would take place at or near the hot surface. The data indicate, 
however, that the evaporation zone extends well into the bed. 
With the glass beads the 1.9-cm bed was most effective, pre­
sumably because it provided more evaporation surface than the 
0.95-em bed. The 2.9-cm bed was less effective than the 1.9-cm 
bed, presumably because no more evaporation surface could be 
utilized and the increased thickness also increased resistance to 
diffusion and capillary flow. With the copper beads, the 7.6-cm 
bed was more effective than the 2.9-cm bed. 

The energy for evaporation must be conducted (through liquid 
and/or solid) to the evaporation surface, and the higher copper 
conductivity is effective in two ways. First, for equal tempera 
ture gradient, it can deliver more energy to the evaporation sites 
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Second, it, can deliver sufficient energy to permit: more of the lied 
to be utilized in the evaporation process. 

Commentary 
The results of this study indicate that, for at least some porous 

systems, heat transfer at steady state in a closed system may be 
described by Fourier's law. However, while Fourier's law may 
be valid for these systems, it is not, in general, sufficient to analyze 
a heat transfer problem because the point-by-point composition 
is not known. Consider the simple problem represented by the 
experiments reported in this paper. A closed system was sub­
jected to a temperature difference in one dimension. A fixed 
quantity of liquid was added to the system corresponding to a 
specific average saturation. Before the heat flux can be calcu­
lated, both the temperature field and the liquid distribution at 
steady state must lie predicted. Fourier's law and a knowledge 
of A- or L„q as a function of temperature and liquid saturation are 
not sufficient to do this. However, the assumption of liquid-
vapor equilibrium adds another restriction, namely that /xi = jx-i 
or A'i = A'v. To proceed it is necessary to have values of the 
thermodynamic properties of the porous medium. In some 
situations it is possible to estimate these from the properties of 
the components. For example, if the gas phase (air and vapor) 
may be considered an ideal gas mixture, if the structure is non-
swelling, and if the heat of wetting the porous structure can be 
neglected, then the following expressions for the chemical poten­
tials can be derived [19, 22]: 

Mi = 0i° - PJpi 

RT (6) 
ix* = 0-i° + — (In m) 

G'i° refers to the pure component standard state partial free 
energy. 

With the assumption of vapor-liquid equilibrium p., = p->, and 
equations (6) yield 

X - - ^ V In T - — V (In y-i) = — VP, (7) 
Pi A/2 Pi 

Further, if suction potential is a unique function of temperature 
and relative liquid saturation, then (7) may be written:7 

A - ^ - ^ V f l n D - f V ( l n * ) - ! ^ (8) 
pi pi d7 A/.2 p by 

An iterative procedure can then be used to solve the heat transfer 
problem by estimating temperature profile, calculating a liquid 
saturation profile from equation (8), evaluating Lqq or k from 
these profiles, calculating the heat fluxes at each point, and iterat­
ing by adjusting the temperature profile until fluxes are equal. 
To use equation (8), however, independent information on the 
suction potential as a function of temperature and pressure is re­
quired. Also, if noncondensable gas is present, it is necessary to 
estimate the gas phase composition y-i. This can be done only if 
a reasonable assumption can be made about the gas phase pres­
sure, P,r Calculations of this sort were made corresponding to 
the conditions of several experimental runs. For the runs with 
air it was assumed that Pg was constant. These calculations 
yielded the observed heat fluxes within 5 percent and tempera­
tures within a few degrees. Calculated saturation profiles 
showed larger discrepancies, which is not surprising in view of 
the uncertainties in the suction potential values as discussed in 
the following: 

If an assumption about Pg is not permitted, or for the more 
general situation of a multicomponent system, then even the 
steady state, closed system, heat transfer problems can be solved 

7 For more detail on these relationships and the thermodynamics 
of porous media see the thesis by Breyer [19]. 

only as a limit of a transient problem. For this purpose knowl­
edge of Lm alone, is not sufficient. A knowledge of six transport 
coefficients is required (three coefficients if no noncondensable gas-
is present). The suction potential relationship can be used to 
decrease this to five coefficients (or two with no noncondensable 
gas present). To determine these coefficients, open system ex­
periments with measurements of (,/i + J-i) and •/., would be re­
quired. Of course, if one begins by asstiming cross coefficients to 
lie small, then L,n can be determinedTrom closed system heat 
transfer experiments, and the mass transfer coefficients ( / „ -f-
2/JI2 + L«i) and L33 can be measured in isothermal capillary flow 
experiments. These are then the only coefficients required. 
Note, however, that assuming the cross coefficients to lie small is 
not saying that mass transfer is independent of heat transfer. 
As has been demonstrated, the mass transfer may be the primary 
mode of heat "conduction." 

For the calculations already discussed, it was necessary to 
measure the suction potential curve. This was done by a I "-tube 
technique which indicated significant hysteresis and did not 
yield entirely consistent results. Adams [20] has demonstrated 
that large liquid saturation gradients can develop and persist 
even in the shallow beds used for //-tube measurements, making 
the evaluation of such measurements difficult. For the foregoing 
calculations, suction potential values based on imbibition mea­
surements in the [/-tube were used. 

In the second set of experiments reported here, the sample 
chamber was only partly filled so that the condensation part 
of the mass transfer cycle was external to the system. In a com­
pletely filled system a condensation section would operate much 
as the converse of the evaporating section. Again the latent heat, 
would need to be removed by molecular conduction, and adequate 
condensing surface would be required. The converse to drying 
would be flooding of the condensation section. 

With a system that included both an evaporation and a con­
densation band, it is also conceivable that one could establish 
conditions whereby the evaporation and condensation bands 
would meet and limit the attainable flux. That is, the optimum 
thickness effect observed for the evaporation should also apply to 
condensation. 

Carrying large energy fluxes by transporting a vapor and then 
condensing it, is like a boiler operation. In a porous medium sys­
tem two other dependent factors are part of the system: diffu­
sion and capillary flow. While the diffusion resistance is sig­
nificant, the diffusion driving force can become large. The capil­
lary flow driving force, however, is limited and can be disrupted 
by the temperature-temperature-gradient effects. "Heat pipes'* 
have been operated at very large fluxes. The liquid metals 
used in these devices are effective not only because of their high 
thermal conductivity but, also because of their low viscosity, 
large latent heat, and large diffustvity. The geometry of the 
"heat pipe" is also significant. First, relatively large regions for 
evaporation and condensation are provided. Secondly, the 
direction of conduction of energy in for evaporation (and out for 
condensation) is normal to the direction of the primary heat flux 
in the "heat pipe." This second factor is important because 
under these conditions the capillary flow is not as directly sus­
ceptible to disruption by the temperature gradients which must 
be maintained for the conduction processes. 

Finally, it should be pointed out that the limits reported here 
were from steady state experiments. Under transient condi­
tions, higher fluxes could obtain while a net redistribution of 
liquid was in progress. 
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A P P E N D I X 

Derivation of Equation (5) 
By definition J0 -f- Jt + ,/2 + ,/3 = 0. Add ing the e q u a t i o n s 

for these four fluxes and se t t i ng the result equa l to zero requi res 

then t h a t : 

U, + Llq + L,q + U, = 0 

U + U + Us, + U<» = 0 

Im + Ln + Ln + L3l = 0 

U-i + Ui + L21 + Ln = 0 

Ln + Ll3 + L-a + L33 = 0 

Using these re la t ions and the Onsager re la t ion pe r mi t s r ewr i t ing 

e q u a t i o n s ( I ) a s : 

,7, - LqqXq + 7 ,„ (A, - A„) + L„-,(X2 - A'„) + 7,,3(A3 - A',,) 

. / , = LqlX„ + Ln(Xt - A'o) + Lv,(Xt - A'o) + Ll:l(Xs - A'o) 

A = Ltl,X„ + 7„2(A', - A'„) + 7.22(A2 - A'o) + 7, i 3(A3 - A'„) 

J3 = L„3Xtl + Ll3(X, - A'„) + / « ( A ' , - A'o) + 7,33(A'3 - A'„) 

Jr = L„Xr 

Assuming equ i l ib r ium b e t w e e n l iquid a n d v a p o r e l imina tes the 

e q u a t i o n for Jr as A',. = 0. Also w i t h A'I = A'2 the re is no effec­

t ive d i s t inc t ion be tween l iquid a n d v a p o r fluxes excep t in com­

b ina t ion , so a reduced se t of flux-forced e q u a t i o n s is t h e n : 

, / , = LqqXq + ( L „ + L«,)(A'., - A'„) + 7.,3(A'3 - A'„) 

Ji + ./•> = (7,„ + L„i)Xq + ( L u + / , , , + 2/ J l 2)(A' , - A'„) 

+ (Lu + L-a)(X3 - A'„) 

Jz = Lq3Xq + (Ln + L-a)(X, - A'o) + 7,33(A33 - A'„) 

I n a closed s y s t e m a t s t e a d y s t a t e i t is fur ther requi red t h a t ,J3 = 0, 

and t h u s L„z = 0, (Ln + ' L2 3) = 0, 7>33 = 0. Also, t h e closed, 

s t e a d y s t a t e s y s t e m requires t h a t Jx + J-i = 0, and t h u s (Lqi + 

7,„2) = 0 a n d (Ln + Li2 + 2LV>) = 0. T h e flux-force e q u a t i o n s 

t h u s reduce to 

•J <l — '-taqXtj 
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The Coupling of Conduction With Laminar 
Natural Convection From a Vertical Flat 
Plate With Arbitrary Surface Heating 
A method has been developed for coupling conduction in a solid with natural convec­
tion in a surrounding fluid. The problem investigated is that of steady, constant-
property, two-dimensional, laminar natural convection from a vertical, heat-conducting 
flat plate of finite thickness with an arbitrary healing distribution in its surface. Using 
this method it is possible to predict the variation of temperature in the plate and the 
velocity and temperature profiles in the boundary layer as a function of the heating dis­
tribution and the thermal properties of the plate and fluid. The equations for conduction 
in the plate and convection in the boundary layer are written in finite difference form, 
coupled through the common heat flux at the plate-fluid interface, and solved numerically 
by an iterative technique. Experimental corroboration of the numerical results is pro­
vided by measuring temperatures, both with thermocouples and a laser holographic in­
terferometer, along ceramic and glass plates heated by thin film resistance heating ele­
ments vacuum deposited on their surface. The results indicate thai the degree of 
coupling between conduction in the plate and natural convection in the fluid is greatly 
influenced by the plate-fluid conductivity ratio. 

I, 
Introduction 

lany practical thermal problems involve natural 
convection heat transfer from nonuniformly heated surfaces. 
Sparrow and Gregg [ l ] 1 were the first to consider vertical plates 
with restricted distributions of heal flux or temperature, finding 
similarity solutions for plate thermal conditions varying as .r" 
and emi. Yang [2] later showed that these are the only thermal 
conditions for which similarity solutions are possible in steady 
natural convection from vertical plates. An integral solution 
was given by Sparrow [3] in which he considered wall flux or tem­
perature variations of the form 1 ± e(x/xa)

r, r > 0. Sparrow's 
1 Numbers in brackets designate References at end of paper. 
Contributed by the [lent Transfer Division and presented at the 

Sixth National Congress of Applied Mechanics, Harvard University, 
June 15-19, 1970. Manuscript received at ASME Headquarters, 
March 9, 1970. Pai>er No. 70-HT-I. 

integral analysis was extended to more general plate heat flux 
variations by Tribus [4]. Mill [5] confirmed the results of these 
integral studies experimentally. Another integral analysis is 
t hat of Scherberg [6], who considered the effect of t lie leading edge 
on natural convection and included longitudinal conduction 
through the fluid. Kniken 17] gave a series solution for natural 
convection from a nonisothermal flat plate with a general class 
of nonlinear wall temperature distributions. Two series solu-
t ions, valid for small and large values of x, were joined graphically. 

Schetz and Eiehorn [8] employed a Maeh-Zehnder interfer­
ometer to investigate experimentally natural convection from a 
plate witli a step change in surface temperature, finding good 
agreement, with the similarity solution up to the step. Hayday, 
et al. 19), studied the same problem analytically using a numerical 
technique in which the streamwise derivatives were approxi­
mated by finite differences. An ordinary differential equation in 

•Nomenclature. 

a = plate height, 
/) = plate thickness 

:i„ = 

acceleration of gravity 
nondimensional heat flux (7/Gj8oV 

A> 2 ) 
heat transfer coefficient 
number of nodes in the .r-direction 

= number of nodes in the (/-direction 
= number of plate nodes in the (/-di­

rection 

K 

Nn 

'/ 
V 

u = 

thermal conductivity 

nondimensional heat transfer co­
efficient (ha/'K A 

Prandtl number (v/a) 

heat flux 

temperat ure 
longitudinal velocity 
nondimensional longitudinal veloc­

ity (ua/v) 

v = transverse velocity 
V = nondimensional transverse veloc­

ity (va/v) 
x — longitudinal length coordinate 

A" = nondimensional length coordinate 
(x/a) 

!l = transverse length coordinate 
Y = nondimensional length coordinate. 

(Continued on next page) 

528 / A U G U S T 1 9 7 0 Transactions of the ASME Copyright © 1970 by ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



icnns of the coordinate normal to the plate was then solved 
numerically at each location along the plate. Heliums and 
Churchill [10] applied a set of explicit finite-difference equations 
in the classical problem of the infinite vertical isothermal plate 
and to the region inside an infinite horizontal cylinder with the 
vertical halves of the wall maintained at different uniform tem­
peratures, determining the steady solution as the limit of a 
iransient solution. Bodoia and Osterle [11] used a finite-differ­
ence procedure to study the development of natural convection 
in vertical ducts with uniform temperature walls. 

The effect of coupling thermal conduction in the plate has so 
far received scant attention in the natural convection literature. 
Lock and (bum [1 — 1 coupled the similarity solution for a power 
law temperature distribution with the solution for one-dimen-
-.ional conduction in a fin using the corresponding convection co-
elricienl. Kelleher and Yang \\'.l] studied the coupled convec-
i ion-conduction problem by using a series solution of the bound­
ary layer equations with nonuniform surface temperature dis­
tribution, and Fourier transforms to solve for the conduction in 
the heat-generating plate. The temperature and heat flux were 
matched at the interface to complete the solution. 

There is little hope at this time for an exact solution to problems 
involving coupled conduction and steady, two-dimensional 
laminar natural convection from a vertical fiat plate with an 
arbitrary heating distribution on its surface. It is the purpose 
of this paper to present a numerical procedure for the solution of 
such complex problems based on finite-difference techniques. 
Tsuig this procedure it is possible to determine the temperature 
variation in the plate and the temperature and velocity profiles 
in the boundary layer for a wide class of problems as a function 
of the plate-heating distribution as well as the thermal properties 
of the plate and fluid. 

The numerical procedure has been applied to a series of cases 
which simulate glass and ceramic plates with localized strip heat 
sources on their surface. Experimental corroboration is pro­
vided by measuring plate and boundary layer temperatures 
with thermocouples and with a laser holographic interferometer. 
Thermal radiation could not be ignored in these experiments but 
its inclusion in the numerical procedure presents no added 
difficulties. 

Differential Formulation 
Consider the situation pictured in Fig. 1(a) which shows a 

vertical flat plate of height a, thickness b, and depth of infinite 
extent. The plate is heated by some arrangement of surface 
strip heaters, each having a uniform heat flux </s. Any heating 
distribution, localized or continuous, may be represented by 
dividing the surface into a finite number of strip heat sources 
with some uniform flux over each strip. Heat generated in each 
source is transferred directly from the source and indirectly after 
traveling along the plate by natural convection to a fluid and 
radiation to nonreflecting, black surroundings, both at tempera­
ture 7'm. The rear face and top and bottom edges are insu­
lated, although the theoretical approach is not limited to these 
boundary conditions. 

The boundary layer equations, expressing conservation of 
mass, momentum, and energy, for steady laminar free convection 
from a vertical plate are as follows: 

r —<fs,t 

T = T m 

I—-qs,e 

—Hb/a 

/ /// 
/ / / 
'/ 
/ 
0 
/ / / 
', 
'< 

., 

| - G „ 
8=0 

I 
I-*.. 1 

"/77- -Y'v 

o. DIMENSIONAL b.NONDIMENSIONAL 

Fig. 1 Geometr ical conf igurat ion 

dii do 
--, + - = o 
d.r| d// 

OH OH ,.,„, ,„ 0-« 
it [- v • - = qp( 1 — I,.) + v —• 

6.r 0i/ ' 0»2 

07' 07' 
- + v — 
O.r 0,1/ 

027' 027' 

O.r2 0i/2 

(2) 

Ci) 

Standard boundary layer assumptions have been employed, ex­
cept that longitudinal conduction in the fluid is included in order 
to accommodate possible large temperature gradients in localized 
regions near the plate. Although this is somewhat inconsistent 
with the usual assumptions leading to the boundary layer equa­
tions, these temperature gradients should be so localized that they 
have little effect on the velocity field. All properties are as­
sumed constant with the exception of the density variation in the 
buoyancy term of the momentum equation. Viscous dissipation 
and work against the gravity field have been neglected. 

If thermal conductivity is constant, the energy equation for 
steady conduction in the plate reduces to the Laplace equ it ion: 

d27' 627' 

d72 O.i/2 
= 0 (4) 

The system of equations ( l)-(4) is 
lioundarv conditions: 

0 < :r < « 

(1 < ;/ < =° 

b < .'/ < 0 

0 < x < a 

0 < !/ < oo 

and ;/ = oo: » = (}, T = 7'„ 

and .c = 0: it = 0, T = Ta, 

and .r = 0, a: dT/dx = 0 

and if = —b: 07'/d// = 0 

and .r = a: 027' /O.r2 = 0 

subject to the following 

(o ) 

The last boundary condition eliminates longitudinal conduction 
at the fop of the fluid region and provides a convenient bound on 
the fluid region for the numerical solution employed in this study. 

The equation expressing the continuity of heat flux at the plate-
fluid interface is not, strictly speaking, a boundary condition, but 
is a coupling condition between the plate and fluid problems, since 

•Nomenclature-

Greek 
a = thernia'dil'fusivity 
/3 = fluid expansion coefficient 
5 = constant defined after equation 

(22) 
e = emittance 
6 = nondimensional temperature 

(gpa>(T - r„)/K«) 

v = kinematic viscosity 

p = fluid density 

a = radiation constant, O.OOoGG X 
lO-hv/m'-IO 

Subscripts 

c = convection 

/ = fluid 

j — node index in the .('-direction 

k = node index in the//-direction 

r = radial ion 

s = heat source 

w = plate 
co = ambient conditions 
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the temperatures and temperature gradients are not known a 
priori. For y = 0, 0 < x < a: 

qr(x) («) 

where q_,(x) is the heat flux attributed to the heat sources and 
</r(.r) is the radiant heat flux. 

Equations ( l ) -(6) may lie put into a more convenient, form by 
introducing the following dimensionles.s variables: 

A = X 

a 

ua 

V 

gfriHT - Ta 

p-

Y = 

V 

) 

- !i 
a 

va 

V 

c C/0"1'/ 
Kfv

2 0 = 

Fig. 1(6) shows the resulting geometrical configuration. 
Nondimensionalizing of equations ( l ) -(6) results in the follow­

ing system: 

Fluid 0 < Y < 0 < A < 1 

d(I dV 

dU dU „ dHJ 
I — + v — = 0 H 

d.V dV dK2 

+ 60 d0 
U — + V — 

dX dY Pr \ d K 2 dA2y 

with boundary conditions 

0 < A' < 1 and Y = =>: [J = 0 = 0 

0 < A < 1 and Y = 0: U = V = 0 

0 < Y < co and A = 0: U = (9 = 0 

0 < F < o= and A - 1: d2#/dA2 = 0 

Plate -b/a < Y < 0, 0 < A < 1 

;ID 

ve d*e 
dA2 d F 2 o 

with boundary conditions 

~b/a < Y < 0 and A = 0, 1: dO/dX = 0 

0 < A < 1 and Y = -b/a: dd/dY = 0 

(12) 

(13) 

Interface Coupling Condition. 

0 < A < 1, Y = 0 

(14) 

Note that the nondimensional temperature 0 has the same form 
as a conventional local Grashof number, while the heat flux 
parameter 67 is equivalent to the modified Grashof number intro­
duced by Sparrow and Gregg [ 14] in their work on the plate with 
uniform constant heal flux. The nondimensional velocities U 
and V are local Reynolds numbers. 

A nondimensional convective heat transfer coefficient, or local 
Nusselt number, may be defined through the nondimensional 
convective heat flux G,.: 

G,. 
d0 

dY 
Nu J (15) 

Similarly, for the radiant flux: 

(L = wg;W_7V) 0 = Nu r 6 ilti) 

where T and 7'„ in (f 0) are absolute temperatures. 
From the preceding discussion it is evident, that the complete 

solution to this problem must have the following functional de­
pendence: 

6) b K„ 
U\ = / A, ) ' , - , —", Pr, e.(A'), 6, 7'. 
A V « ^f 

(17) 

The last two parameters may be dropped if radiation is ignored. 

(?) Finite-Difference Formulation 
Consider a rectangular mesh over both the plate and fluid re­

gions as shown in Fig. 2. The plate height is divided into non-
uniformiy-spaced horizontal strips of width AA,-, while in the Y-
direction the node spacings are AF„, and AY f in the plate and 
fluid, respectively. Writing heat balances around nodes inside 
the plate (k < ka) and on the interface (k = /i,„) gives the follow­
ing finke-diiTereiM'e energy equations, which may be further 
specialized to account for the boundary conditions (13): 

k < *«, 

(«) 

(9) 

10) 

£<• 
+ 

?•' = '•',. 

AF„, 

.*-! - flj.t) + :~J (0j.k+. - < 

A}'„. n AF„. 

AA^I, «'«•> ~ ^ + *X] 
Bj,k) = o n s d ) 

2AA;+1 
9j.k) + 

2AA, ' -
- OM) 

AA A ^ ( f l M + , - f l ^ ) 
+ A F , idj'k-1 ~ dhk) + AY, ~^JKf 

~KJK, 6j.. 
Gs,jAXj + Gs,j+iAX1 + 

lKJKf 
- (IS?)) 

where AXj, the average area per node for transverse heat transfer, 
is defined as 

Fig. 2 Finite-difference mesh 
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AXj = - (AXj + AXJ+1) (19) 

In the fluid, two forms of both the momentum and energy equa­
tions, depending on the sign of V, are required for an adequate 
simulation of equations (9) and (10). For V < 0, forward dif­
ferences are used to approximate dU/dY and d8/dY, while back­
ward differences are used when V > 0. After rearrangement and 
solution for the dependent variables at any point (j, k) in the 
fluid hi terms of the variables at neighboring points, the finite-dif­
ference equations for the fluid take the form: 

A)7 , . 
V;,t = Yj.k-i — T - \ r (t'j.fc ~~ t ' j - i . t ) (20) 

A.Vj 

2AA"j , ; AA'y 

' / M + Ay7 + | !°' t !Ar/ 

0,,,: = 

, | AXj- {Uj,k+l if V < 0 

^ 2AX, , ,AA'j ; 

_ IMAX^!, ')) + * > - ' • ' ( ^ ' + P K A X ^ ) 

2 / 5 AX; \ , , AXj 

(0j,,+> + ej,^) prAYft + | i j . , | A } , f ( ^ .f ( / > () 

to.t + Pr VAX;+, AY,*) + ] JlklAYf 

(22) 

where 

5 = 
Ofor;/ = i „ ( X = 1) 

1 otherwise 

Using two forms of the momentum and energy equations 
renders the systems of equations (20)-(22) diagonally row 
dominant. In addit ion these syst ems are irreducible. It may be 
proved [16, 17] that a solution of a diagonally dominant and 
irreducible system by the method of successive displacements 
must converge. Solving the classical problem in the unsteady 
case, Heliums [15] used a stability argument to arrive at a similar 
conclusion regarding the difference forms required for the first 
derivatives. These criteria for convergence strictly apply to 
linear, uncoupled systems of equations, but: it seems reasonable to 
expect the nonlinear, coupled systems (20)-(22) to converge with 
an iterative solution as long as they remain diagonally dominant 
at every stage of computat ion. 

Method of Solution 
An outline of the method of solution of the finite-difference 

equations is given in this section. Further details may be found 
in reference [18]. The first step is to establish some initial esti­
mate of the velocity and temperature distributions. In [18] is 
described a procedure whereby one-dimensional plate conduction 
is coupled iteratively with the Sparrow-Tribus integral convection 
solution [4|. Alternatively, uniform velocity and temperature 
values throughout the flow field may be chosen. 

The finite-difference calculation then proceeds as follows: 

1 Beginning at the second row (j = 2) one node from the 
plate (k = kw + 1) compute Vj.t from equation (20), noting that 
Vj.t,, = 0. Using this value, compute Uj.k from equation (21) 

and then dj.t from equation (22), always using the most recently 
computed values for V, (J, and 9. Consider the plate-fluid inter­
face temperatures found previously to be a boundary condition 
for the fluid solution. 

2 Continue along the row, repeating step 2 at each point until 
k = k„ - 1. 

o Repeat steps 2 and 3 for each row until j = j„. 

4 Repeat steps 1-4 a fixed number of times. Ten iterations 
have given good results. 

5 Considering equation (18) to represent a system of simul­
taneous linear algebraic equations for temperatures in the plate, 
compute the matrix coefficients, noting that the convection term 
for the interface points is calculated from the gradient found in 
(he last fluid iteration. Solve the system by a Gauss-Jordan 
matrix reduction, yielding temperatures at each node in the plate. 

6 Repeat steps 1-5 until some convergence tolerance is 
satisfied. 

The iterative procedure is not used for the plate region because 
of slow convergence when the conductivity ratio is high. In such 
cases the diagonal dominance of the system (18) is slight, a condi­
tion often leading to poor convergence in iterative processes. 

The computational procedure outlined above has been tested 
by applying it to the uniform flux problem solved by Sparrow and 
Gregg [14]. Agreement between the finite-difference and simi­
larity solutions is very good, being within about 5 percent for both 
velocity and temperature for X > 0.1. Extensive numerical 
experiments have demonstrated the importance of a fine longi­
tudinal node spacing, AXj, near the leading edge for satisfactory 
agreement between the two solutions. 

In comparing analytical and experimental results some con­
sideration should be given to the temperature at which the proper­
ties are evaluated. Since there is no a priori reference tempera­
ture for the nonuniform flux problem, all properties, with the ex­
ception of plate conductivity, have been chosen at T„; plate 
conductivity is taken at 100 deg C. The results should be most 
sensitive to changes in kinematic viscosity with temperature, but 
no attempt has been made to account for the effect of this or any 
other property variation. However, work done by Sparrow and 
Gregg [19] on natural convection from isothermal vertical plates 
to gases with variable fluid properties indicates that property 
variations resulting from temperature differences of the magni­
tude occurring in this study should not affect the final results by 
more than about 3 percent. 

Experimental Program 

In order to corroborate the above numerical procedure when 
applied to a nonuniformly heated plate, thermocouples and a 
laser holographic interferometer were used to measure plate and 
boundary layer temperatures along glass (Corning 7059) and 
ceramic (AlSiMag 772, 99.5 percent AU03) microelectronic sub­
strates on which were deposited three 4000A tantalum nitride 
thin film strip resistance heating elements. Fig. 3 shows the 
front and back faces of a typical plate. The thermocouple loca­
tions correspond to A" = 0.10, 0.25, 0.50, 0.75, while the heaters, 
which simulate localized surface heat sources, are centered at 
X' = 0.25, 0.50, 0.75. Thin gold wires bonded around the edge of 
the plate and from the top of the plate provide electrical connec­
tion between the heating elements and an external power source. 

Symmetry is maintained by assembling the complete test speci­
men from two deposited substrates with a blank substrate spacer 
between them for electrical isolation. The test specimen is then 
held at the upper corners with an insulating clamp made of 
tran.site and mounted so as to minimize the effect of room air 
movement on the boundary layer near the plate. 

For a given substrate the three strip heaters allow seven com­
binations of heating arrangements. In all tests the power to each 
heater was 2 watts, corresponding to a nondimensional heat flux 
&',, = 1.669 X 109. The remaining test variables were: 
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Fig. 5 Plate and fluid temperatures—glass plate with lower heater active 
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Fig. 4 Plate and fluid temperatures—ceramic plate with lower heater 
active 

b/a 
Pr 

KJKf 

= 0.012 
= 0.72 
= 1100 for ceramic 
= 40 for glass 

e = 0.366 for tantalum nitride on ceramic 
= 0.387 for tantalum nitride on glass 

These latter emiftance values were measured using a Barnes 
H M-2B radiomet ric microscope. H 

Thermocouple temperature measurements were made for both 
the ceramic and glass plates using 0.003 in. Chromel-Alumel 
thermocouples which had previously been calibrated to within 1 
deg C at: both the ice and boiling points of water. Double ex­
posure laser holographic inlerferometry was the technique used to 
observe visually the natural convect ion boundary layer. Further 
discussion of the holographic process and its application to in­
terferometry may be found in references [IS, 20, 21). Though 
produced in a different manner, the interferogram fringes are re­
lated to temperature just as is done in conventional interfer­
ometry [22]. 
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Fig. 6 Plate and fluid temperatures glass plate with upper and lower 
heaters active 

Results 
The numerical procedure has been applied to a series of cases 

simulating the glass and ceramic plates described in the previous 
section. Results of these numerical computations are given by 
the solid lines in Fig. i for the ceramic plate with the lower heater 
active and in Figs. .5 and 6 for the glass plate with the lower heater 
and both the upper and lower heaters active. 

These figures all display the expected plate temperature peaks 
at the heat sources and the corresponding trends in the fluid tem­
perature profiles. The temperature peaks and gradients are 
particularly pronounced for the low-conductivity glass plate, in­
dicating that for these cases the coupled plate conduction is not 
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Fig. 7 Typical velocity prof1les-glass plate with lower heater active

Fig. 8 Interferogram for the ceramic plate with the lower heater active

very effective in carrying the generated heat away from t.he
wurces along t.he plate. A~ a matter of fact, in some case~ t.he
fluid convect.ion ~o dominate~ the plate conduction t.hat, a t.em­
perat.ure inver~ion OCCIH~ and heat i~ tmn~ferred from t.he fluid to
the plate. Thi~ i~ evidenced by the po~itive tempemture
gmdients near the plate at. X = O.:iO and 0.75 in Fig. t>. In such
cases it is possible for the longitudinal velocity gradient oUloX
to become negative in localized regions near the plate. Then,
by the continuity equal ion (8) the transverse velocity V can be­
come positive (fluid flow away from t.he wall). The change in
sign of oUloX is indicated by the crossing of the velocity profile
curves in Fig. 7. Heat transfer back to the plate has been ex­
perimentally observed by I-Till [;"ij for the case of arbitrary heat
flux on t,he lower half of the plate and no heating on the upper
half.

Computation~ for ~evenll ca~e~ were repeated after perturbing
the initial integral ~olution by 20 percent. In all ca~e~ the final
solution eonverged to the same re~ult a~ found previously, indi­
eating that the computational procedure wa~ both reliable and
stable. When longitudinal fluid conduction was ignored, the re­
~ults were not significantly different from tho~e with conduction,
another indication of the validity of the conventional boundary
layer a~suTl1ptions eveu in the presence of steep temperature
gradients. Hadiation, accounting for almost 40 percent of the
heat transfer in some of the cases considered, could not be ig­
nored. Its inclu~ion presented no difficulties in the calculations,
however.

Journal of Heat Transfer

Fig. 9 Interferogram for the glass plate with the lower heater active

Fig. 10 Interferogram for the glass plate with the upper and lower
heaters active

On the basis of numerical experiments and the uniforlll heat
flux test. case, all the computation~ portrayed in Figs. 4-(j a~­

slllned fluid mesh ~pacing~ of Li }'! = 0.010 and LiX, vru'~'ing be­
tween 0.005 and O.O;'l. All the ceramie case~ required about. 20
columns of fluid nodes, while ao were used for the gl:ls~ c:l~e~.

These values were adequale ~ince increasing them to extend the
calculations further into the ~lnTOln\(ling fluid had no signifitt\llt
etIeet on the results near the plate. All case~ converged within
200 iteratious to a tolerance of 8 = ''lO, corresponding to a tem­
perature change of about 0.0004 deg C. Such calculation"
typically took abont 5-10 min to complete on an IB:\ I :)t)O-,"iO
digital eomputer.

Interferograms eorresponcling to the ca~e" "llOwn in Figs. 4-(j
are given in Figs. 8-10. Fluid temperature profiles found from
the interferogram~are plotted at X = 0.25, O.,"iO, 0.7t) in Fig~. 4-ti.
In all cases the predieted trend~ and magnitude~ are confirmed.
Fig. 9 clearly shows the po~itive fluid tempernture gradient~ near
the plate a~ predicted by the theory. The large t.emperature
gradients near the glass plate produce ~h:1l"p, easily distinguished
fringes, the intersection~ of which with t.he plate surface give
another indication of the plate temperature distribut.ion. The~e

experimental points follow the expeeted trends in each case; the
maximum diserepancy in position of the fringe~ is within;'l pereent
of the plate height. A reliable eSlimate or plate temperatures
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could not be found from the interferograms for the ceramic 
specimens because of the uncertainty in locating the positions of 
the fringes. 

Thermocouple data points are also plotted in Figs. 4-6. The 
data exhibit the expected trends, with agreement best near the 
temperature peaks and worst at the thermocouple nearest the 
leading edge (A" = 0.1) where plate conduction down through the 
leading edge may be import nut, an effect also reported by Scher-
berg [61. All the data, including that at X = 0.1, fall within 20 
percent of the theoretical results; in dimensional terms the largest 
discrepancy in T — T„ is about 9.5 deg C out of 97 deg C (glass 
plate with three heaters active). 

Conclusions 
Based on both the physical and numerical experiments it ap­

pears that the computational procedure described in this paper 
gives a reliable, stable, convergent, and economic solution to a 
wide class of problems involving coupled conduction and natural 
convection with arbitrary surface heating. It may be extended 
with confidence to other situations, such as to different plate 
boundary conditions and to other fluid Prandtl numbers. In 
the latter case, varying fluid node spacing AYj should be used to 
allow for the greatly differing velocity and temperature boundary 
layer thicknesses. 

For the specific configuration considered here, that of glass and 
ceramic plates with localized surface heat sources, it has been 
found that a large degree of coupling can occur between the plate 
and fluid. Fig. 11 shows a plot of plate surface temperature, ig­
noring radiation, for different values of the plate-fluid conduc­
tivity ratio when the upper and lower heaters are active. For 
large conductivity ratios the plate conduction dominates and 
thermal interaction occurs mostly through the plate; the problem 
approaches that of an isothermal wall. For Kw/Ks = 2500 the 
temperature variation is about 5 deg C in 05 deg C, while for 
K,JK/ = 5000 the variation is only about 2 deg C. At the other 
extreme, low-conductivity ratios of about Kw/Kr — 1 correspond 
to the case in which there is little or no conduction in the plate, so 
that thermal interaction occurs almost solely through the bound­
ary layer and most of the heat must leave in the vicinity of the 
sources. It thus appeal's that for any given configuration, the 
conductivity ratio is the factor to be considered in deciding 
whether to use the numerical procedure presented in this paper 
or some other simplified analysis. For the configuration con­
sidered here, the numerical procedure is most useful for K„./Kr 
< 5000. 

The local heat transfer coefficient as computed from equation 
(15) is shown in Fig. 12 for the ceramic and glass plates with the 
lower heaters active. Negative value indicate heat transfer back 
to the plate. I t is obvious that the assumption of a uniform heat 
transfer coefficient, as is often done in simplified thermal design, 

Kw/Kf=500CL^ 

4 C C \ J 

r^~~"^-^^ M 

V) ^ ^ = > 

«t— Kw/Kf = 5O0O 
2500 

; 1IOO 

Fig. 12 Locaf Nusseit number-
heater active 

-ceramic and glass plates with the lower 

0 1 2 3 4 5 6 7 
OPIATE X !0 

9 iO !! 12 

Fig. 11 Effect of conductivity ratio on natural convection from a vertical 
plate 

is not warranted, particularly in the case of the low-conductivity 
plate. In addition, since there is no well defined temperature 
difference, the concept of average heat: transfer coefficient has little 
significance. 
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A Study of Heat Driven Pressure Oscillations 
in a Gas 

Large amplitude acoustical pressure oscillations can be generated in a gas by a steady 
heat addition. The thermoacoustical oscillation known as the Sondhauss oscillation 
occurs in a pipe having only one closed end. Experiments were performed to determine 
ihermoacoustic oscillator characteristics for different system geometries and for different 
operating conditions. Based on these experimented studies, a physical explanation of 
the mechanism causing Sondhauss thermoacouslical oscillations is -presented. The 
driving mechanism consists of two separate components, that of driving by simple 
thermal expansion, and that of expansion by the mixing of hot and cold gas in the pipe. 
The initiation of the oscillations is discussed. Thermoacouslic oscillation phenomena 
are shown to be analogous to the interaction occurring in a regenerative heat engine, 
where a steady heed input causes an oscillating mechanical energy output. A com­
parison of experiment and (generalized theory is presented. 

Introduction 

T, lie phenomena of acoustical pressure oscillations 
generated in a gas by a steady heat source may be separated into 
two distinct types—Rijke oscillations and Sondhauss oscillations. 
The Rijke oscillation occurs when heat is added to an internal 
grid located in the lower half of a vertical pipe having both ends 
open and having a How of gas upward through the pipe [I].1 The 
Sondhauss oscillation occurs when heat is added internally or 
externally to the closed end of a gas rilled pipe having at least 
one closed end and having no net flow of gas through the pipe [2|. 
A considerable amount of research has been done on the Rijke 
oscillation, but the more simple Sondhauss oscillation has re­
ceived very little attention. References on both the Rijke and 
Sondhauss oscillations are reviewed in previous publications [3, 4). 

The Ihermoacoustic oscillations described in this paper are 
related to the heat generated gas oscillations that occur in rocket 
combustion chambers. Similar Ihermoacoustic oscillations have 
been observed in gas furnaces and certain cryogenic experiments 
where a gas column had a large temperature gradient imposed 
along its length [5, 0, 7]. More recently, a useful application of the 
Sondhauss phenomenon as a possible plasma oscillator for an 
alternating-current magnetohydrodynamic power generator has 
been proposed [8]. Another application is in environmental 
testing where very high intensity sounds need to be generated 
[9], However, the utilization and control of thermoacouslic 
oscillations has been limited because the basic phenomenon 

1 Numbers in brackets designate References at end of paper. 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Los Angeles. Calif.. November 10-20, 1069, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, September 23, 1908; revised manuscript received June 
10, 1969. Paper No. 09-WA/HT-l 1. 

causing the oscillations has not. been completely understood. 
The purpose of this paper is to briefly describe some experi­

ments and to offer a physical explanation for (he heat exchange 
mechanism causing the Sondhauss Ihermoacoustic oscillation. 

II Experiments 
A series of preliminary experiments were conducted in order to 

learn more about the quantitative performance of simple Sond­
hauss pipes. It was discovered that a pyrex glass Sondhauss pipe, 
like that shown in Fig. 1, had to be heated almost to its melting 
temperature to produce an audible sound output. Such externally 
heated Sondhauss pipes could not generate sound pressure levels 
greater than approximately 80 db (refer to 0.0002 dynes cm2). 
An interesting effect of large intensity sound pulses was observed 
when small amounts of water vapor were introduced into the 
heated end of the tube.2 Rayleigh mentions that alcohol vapor 
and ether vapor also tend to encourage the oscillations in a tube 
[10|. 

SOUND 
STEM - 3 /8"D OUTPUT 

• HEAT ADDITi 

Fig. 1 Simple bulb-end Sondhauss pipe with external flame heating 
studied by Sondhauss, 1850, and by Rayleigh, 1878 

2 This effect was observed by R. Wren of The University of Missouri Glass 
Shop. 
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f i g . 2 Open-end glass Sondhauss pipe and experimental equipment 

The most effective geometry for a thermoacoustic pipe utilized 
an internal electric heater and internal glass tube bundle, as is 
^hown in Figs. 2 and 3. The addition of thermal insulation over 
she heated end and an external water bath heat sink increased 
l he acoustic output for a constant heat input. I t was found that 
for maximum thermoacoustic efficiency the heater and tube 
bundle should be touching one another. The large-amplitude air 
displacement at the tube mouth was observed to be greater than 
t in. peak to peak for a 60-cps oscillation of 130-db sound pressure 
level. At the tube mouth the interaction of the oscillating air 
column with the still, surrounding air and produced a toroidal air 
flow; that is, an inward flow occurred around the periphery of the 
pipe and an outward flow resulted along the axis of the pipe. The 
loroidal flow extended only about 1 or 2 in. into the pipe interior. 

thermocouple locations; "w" indicates 

thermocouple cemented to inner wall of pipe 

When chalk powder was sprinkled on the inside of the pipe 
small piles were formed about 3/-f in. apart. I t was concluded 
that the distance between chalk piles was a measure of the wave­
length of the longitudnal vibration of the pipe itself. 

Tube bundles made of copper tubes of the proper diameter and 
length did not permit oscillations to occur. This was apparently 
due to the fact that the copper tube bundle greatly decreased the 
temperature gradient between the hot and cool regions of the pipe. 

Experiments in the Open-End Thermoacoust ic Pipe. 
Measurements of sound pressure level at the mouth of a 4-in. ID 
pyrex thermoacoustic pipe were made for variations in pipe 
length, heater-tube bundle position along the pipe, heater power, 
and tube bundle diameter and length. A diagram of the experi­
mental apparatus is shown in Fig. 2. Experimental sound pres­
sure levels taken at the open tube mouth and heater temperatures 
were measured for heater powers of 40(1, 500, and 600 watts, for 
nine different tube bundles and for a variety of heater-tube 
bundle positions. As would be expected, higher sound pressure 
levels were generated at higher heater powers and higher heater 
temperatures. It was found that an optimum position for the 
heater-tube bundle in the open-end thermoacoustic pipe was at 
x/L 0.35 to 0.40. The tube bundles having length to ID ratios, 
l/d, of 10 to 15 were the most efficient. 

In Fig. 4 the acoustic oscillation frequency / , Hz, is plotted 
versus pipe length, L, inches. The heater-tube bundle was held 
fixed at x = 24 in. from the closed end; the healer power was 500 
watts, and the 8 mm ID X 10 cm tube bundle was used. Fre­
quency varies with pipe length according to the hyperbola, 
/ = Oo/4L. Thus the oscillation is a quarter wavelength standing 
wave. 

variac 
11 a-s 3 variac 

1 ' ? 
I I 

Ov AC 
input 

Fig. 3 Closed, double-end Sondhauss pipe showing heaters, tube bundles, heat sinks, pressure 
probe holes, thermocouples and experimental measuring equipment 

Nomenclature • • 

(io = speed of sound at steady state 
averaged along the pipe, (ft/sec) 

A — inside cross-sectional area of 
pipe, (ft2) 

Cp = specific heat at constant pressure, 
(Btu/lbm deg R) 

C = molar specific heat at constant 
pressure, (Btu/mole deg K) 

(I — inside diameter of a tube in a 
bundle tube, (mm) 

D = inside diameter of thermoacous­
tic pipe, (in.) 

/ --= frequency, (cps or Hertz) 

k = 
I = 

L = 

V = 
Vo = 

Q = 

Q = 

SPL = 

ratio of specific heats, (cp/cv) 
tube-bundle tube length, (cm) 
thermoacoustic pipe length over­

all, (in.) 
acoustic over pressure, (psf) 
atmospheric pressure, (psf) 
heat release rate from heater, 

(Btu/sec) 
heat transfer from hot gas to cold 

gas during mixing, (Btu) 
heat release rate per unit mass, 

(Btu/lbm-sec) 
mis sound pressure level, (deci-

bles, db) (reference 2 X 10-4 

dynes/cm2) 
To = average temperature, (deg II) 
w = heat release rate per unit area 

from heater, (Btu/ft2-sec) 
where the cross-sectional area 
of the pipe (at the heater) is 
used 

x = distance from closed end of the 
thermoacoustic pipe, (in.) 

xp = distance from closed end of pipe 
to microphone probe, (in.) 

'Ota = thermoacoustic efficiency, 
(APy2p„a0Q) 

Po = average density, (lbm/ft3) 
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Fig.6 Sound pressure level versus microphone probe position along
pipe for air in the closed, double-end Sondhauss pipe for heater
powers of 300, 400, and 500 watts and for 6-mm 10 x 10-cm tube bundle

o 500 i'lATTS HEATER POHER
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with argon as the working gas. The corresponding sound preS'III'C
levels achieved were several decibels less than for ail' and II",
fundamental resonance frequency was 56 cps instead of 60 ('Il.-;

which occurred with air,
In order to genemlize the experimental data, dimensionl,·"

groups were chosen: 1,/D (D=(j2 in.) the heater-tube blll"ll,~

poc,ition ratio; lid, the tube bundle length to TD ratio; and lhe
thenlloacoustic eflicicncy, 1)/(1 = Ap2/2po[[oQ. The thcrmmlC'I>II,_
tic efficiency is siIllIJy the output acoustic intensity divided II\'

the power input. In Fig. 7, thermoacoustic elIiciency is plot l(';1
versus pressure-probe location ratio for three tube-bundle len);l h
to diameter ratios. The curves in Fig. 7 indicate that the t IIh!!
bundle having lid 8.:38 was the IIlOSt elIicient, with the high,,-t
efficiency occurring at 1,/1,=0.'10 neal' the tube bunclle.

Three additional eXperiIllPnts were made to check spl"'ili"

30

Experhnen ts in the Closed Douhle-End Thermoaeollstie
Pipe. l\Jeaslll'ements of sound presslll'e level, temperature;, and
frequency distributioll along; the closed pipe were made for varia­
tions in the heater power, tube-bundle tube diameter and length,
and for ail' and argon as the operating gases. The experimental
apparatus is shown in Figs. ::l and 5.

Sound pressllI'e levels (db) at locations along the pip", tempera­
tui'es (deg F) at points along thc pipe (see Fig, :3 for thermocouple
locations), and heat sink cooling rate (Btu/hr), were measlll'ed
for heater powers of 800, 400, and ;jOO watts and for 6-mm II) tube
bundles of 5, 10, and Lj cm lengths in the air-filled double-end
pipe. In Fig. 6 a typical plot from the data is shown. Obviously,
the highest sound pressllI'e levels correspond to the highest heater
powers and OCClll' near the cool side of the tube bundle. The
double-end thenlloacoustic generator oscillates in a "push-pull"
manner, where a pressure maximum oceurs at one end while a
minimnm oeclll's at. the other. The frequency distribution of the
sound was measured at specific locations along the pipe. The
highest sound presslll'e levels oecurred at. 60 cps, which was the
fundamental frequency of the oseillat.ion, The fundmllental mode
predominated all along; the pipe except. at the midsection whc-l'C
the fundamental pa"ses through a node and the second harmonic
becomes a maximum.

The same measuremeu ts described previously for ail' were made

30,00 ,;:;----,-----,----,-----,---..,

Fig. 7 Thermoacoustic efficiency versus ratio of microphone pres­
sure probe location to one-half pipe length for air in the 4-in. 10 X
118-in. closed, double-end Sondhauss pipe with 6·mm x 5, 10, and 15
em tube bundles having lId ~ 8.33, 16.67 and 25.00, and for 400 watts
heater power

175150125100

PIPE LEiiGTH, L, (INCHES)

Fig.4 Frequency versus pipe length in the 4-in. ID Sondh~uss pipe
or heater-tube-bundle position fixed at x =24 in. for 500 walls input
power, and 8-mm 10 x 10-cm tube bu"dle

Fig.5 Closed, double-end Sondhauss pipe system and experimental
eqUipment
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i pi'iatmg characteristics. First, the "push-pull" mode of oscilla­
tion m tht> double-end thermoacoustic pipe was verified by placing 
a miciophone in each end and noting that the pressure is high in 
one end when it is low in the other; that is, the pressure waves 
wcie ISO (leg out of phase. A second experiment indicated that 
the double-end thermoacoustic pipe would not oscillate with a 
licit souice in only one end. Third, the profile of the pressure 
w ive n a- measured with a transverse sliding probe and was found 
10 be verj nearly a perfect plane wave. Additional details of the 
e\pei iment- may be found in reference [11]. 

ill Thermoacoustic Driving Mechanism 

Ba^ed on the experiments briefly discussed in section II , a 
physical explanation for the heat exchange mechanism causing 
-Mindhau—-type thermoacoustical oscillations can be formulated. 

Loul Kayletgh stated that in order to encourage oscillations 
« hen heat r= added in a gaseous system, the heat must be added 
it the moment of greatest compression or be removed at the 

moment of greatest expansion [10]. In such a case the basic 
diivtng mechanism is simple thermal expansion. All that is re-
ijuned to - tar t and maintain a thermoacoustic oscillation in a 
-\-.tem like that shown in Figs. 1, 2, or 4 is a steady-state heat 
iddition to the cavity. I t has been experimentally determined 
that a fluctuating heat source is not required. But there are many 
iMance- of heat addition into a cavity where thermoacoustic 

oscillation- do not occur. Therefore, it is important to examine 
the particular physical conditions which encourage the initiation 
of the-e theimoacoustical oscillations. 

Obviously, the first requirement to initiate and maintain a 
thermoacoustical oscillation is to have a minimum rate of heat 
addition, Qmin, into a cavity which is of sufficiently high thermal 
power density and temperature to drive the oscillation and to 
supply the inherent system losses. Based on previous experi­
ments, a heater power density of approximately 30 watts/in.3 is 
required. 

The second requirement necessary to encourage a thermo­
acoustical oscillation is to have the heated cavity shaped so that 
a resonant gas oscillation can occur. Based on experimental work, 
the cavity should be a hollow tube or pipe having a length to dia­
meter ratio (LID) of approximately 8 to 50, with L/D= 12 giving 
the best results. 

The third requirement is to locate the heat source at a point in 
the pipe where both the acoustic gas velocity and pressure are 
appreciable [12]. This is necessary because the heat transfer 
driving the oscillations is proportional to the acoustic velocity 
and gives rise to pressure oscillations. Normally this condition 
will be met when the acoustic pressure and velocity are both 
moving in the same direction and are of similar amplitude, as, 
for example, in the region about one-third of the pipe length from 
the closed end of a Sondhauss pipe. In a standing wave-type 
oscillation the pressure and velocity are l/t cycle out of phase. 
When heating occurs the heat transport lags the velocity some­
what [13]. Thus some of the heat input can be in phase with the 
pressure and drive the oscillation. Therefore, it has been found 
that the heater must be located approximately at one-third of 
the overall pipe length from the closed end. 

A fourth condition must be provided to start the oscillation, 
since the system is not entirely self starting even though it may 
be unstable. This fourth condition can be either of two distinct 
mechanisms. For low rates of heat addition, the preheated 
slightly unstable system must be set into oscillation by some 
random external disturbance. Such disturbances as random 
thermal convection, random room noises, or blowing or slapping 
across the open mouth of the thermoacoustic pipe have been 
observed to start the oscillation. For much higher rates of heat 
addition of the order of qL/cpa0To > 1, thermal expansion pres­
sure waves are a major starting mechanism. High rates of release 
include thermal explosions as an upper limiting case. 

The final requirement for the initiation of a thermoacoustic 
oscillation is that the response of the heat source to the initial 

disturbance be such that the disturbance is amplified. That is, 
there must be a net increase of the total energy of the system 
after each cycle of oscillation. Steady heating by a ribbon or wire 
electric-heating element or an external flame heat source has been 
found to produce a growing oscillation in the Sondhauss oscil­
lator. 

Eng ine Analogy. The similarity between thermoacoustical 
oscillations in a pipe and the oscillatory motion of a piston in the 
cylinder of an engine is known as the engine analogy [ 14]. In the 
Sondhauss thermoacoustic oscillator, as in regenerative heat en­
gines (Stirling engines) a steady heat input and heat rejection 
cause a time-varying output by driving an acoustic pressure 
wave. Thus the work done by a thermoacoustic "engine" may 
be described by a specific thermodynamic cycle and plotted on a 
pressure-volume diagram [15]. 

F u n c t i o n of t h e T u b e B u n d l e . In the more efficient Sond­
hauss oscillators an internal bundle of glass tubes is required. 
The bundle of glass tubes performs three essential functions. 
First, it makes a small contribution as a regenerator; that is, it 
absorbs heat during the expansion and cooling strokes, and gives 
up heat during the return compression and heating strokes, like 
the Stirling engine. 

Secondly, the tube bundle acts as a porous low-friction insu­
lator; that is, it thermally insulates the heated region from the 
cooled region while allowing the oscillating gas to pass freely from 
one region to the other. The heat source and tube bundle must lie 
placed as close together as possible so that a gas particle can en­
counter the largest possible temperature differences during each 
cycle of oscillation. Consequently, the tube bundle should be as 
short as possible to bring the heat source and heat sink close to­
gether, but it must be long enough to maintain the thermal in­
sulation between the source and sink. 

The third essential function of the tube bundle is to act as an 
acoustic impedance. That is, it causes a phase shift between the 
pressure and specific volume which may be plotted as a p-v dia­
gram to describe the thermodynamic cycle and work done. 

Driving Osci l la t ions by Mixing Expans ions . The preceding 
discussion of the Sondhauss thermoacoustical oscillation was 
based on simple thermal expansion described by the equation of 
state of an ileal gas with constant specific heats. However, at 
high temperatures the specific heats of real gases are not con­
stant. Consequently, when very high rates of heat release occur 
in a thermoacoustical system, high temperatures result and the 
variation of specific heats with temperature must be considered. 

Feingold has shown that, for conditions where specific heat 
varies with temperature, the mixing of two quantities of the same 
gas at the same original pressure but different original tempera­
tures will cause a rise in pressure of the mixture [16]. This fact 
was expressed by a simple equation derived from basic thermo­
dynamic relationships, 

* = = i + « * ( ! - ! ) (i) 
V PVm \C'a C,,/ 

Equation [1] indicates that pm equals p only when Cu equals CV 
When the gas in some region B is warmer than in a nearby 
region A, then Tb> Ta and Cb>Cu. Then there will be a pressure 
rise due to mixing, and conversely, for Cu>Cb (Ta>Tb) the 
pressure will decrease. 

Thus, for large temperature gradients between the hot and 
cold regions in the thermoacoustic oscillator, the variation of 
specific hsats with temperature cause small pressure changes 
which enc mrage oscillations. For the case of air oscillating be­
tween a region at 1000 deg F and one at 100 deg F, equation (1) 
predicts that the ratio of pressures would be pm/p = 1.0072. Con­
sequently, driving l:ry mixing expansions contributes only a small 
amount to the maintenance of the oscillations. 

The phenomenon of mixing expansions explains, at least par­
tially, why the addition of water into the heated end of a Sond­
hauss pip? encourages the thermoacoustic oscillation. The change 
of molar specific heat for water between the liquid and vapor 
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phases is large enough to give a substantial pressure increase as 
predicted by equation (1J. 

IV Comparison of Experiment and Theory 

The general phenomenon of heat-generated pressure oscil­
lations in a gas has been theoretically analyzed by Chu and 
others [3]. The pressure field generated by a moderate rate of 
heat release is described by a modified wave equation which 
had the following solution for heat addition in a plane [17]: 

k-1 • ™ 
p = w (2) 

The moderate rate of heat release was defined by qL/cpTodo 
< < i . For higher rates of heat release the generated pressure 
is described by 

- = 0.325 — V3 (3) 
Vo Clopo 

The comparison between these general theoretical equations 
and the experimental data indicated that equation (2) may be 
used to predict sound pressures generated at the mouth of the 
open-end thermoacoustic pipe (Fig. 2), with less than 1 percent 
deviation in the range tested. Equation (3) was found to predict 
sound pressures generated in the higher power closed-end ther­
moacoustic pipe (Fig. 3), with less than 4 percent deviation in 
the range tested. As one would expect, the fundamental fre­
quency of the thermoacoustic oscillations was almost exactly 
described by the equation 

/ = ao/iL (4) 

where a0 = 1160 fps, which was the mean value of the speed of 
sound in the air-filled thermoacoustic systems. 

V Conclusions 

The Sondhauss-type thermoacoustical oscillation is the most 
simple of all thermoacoustical oscillations; therefore, a clear 
understanding of the Soudhauss oscillation will help explain the 
origin of other related thermoacoustical phenomena, such as 
the Rijke oscillation and combustion oscillations. 

Based on the thermoacoustics research reviewed, the mech­
anism causing Soudhauss oscillations consists of two compo­
nents, that, of driving by simple thermal expansions and com­
pressions occurring periodically, and that of periodic expansions 
and compressions due to the mixing of cold and hot gas in the 
system. The driving process is analogous to that occurring in 
a regenerative heat engine. The Soudhauss oscillator operates 
on a definite thermodynamic cycle and requires a steady high-
power density heat source at high temperature and a heat 
sink at low temperature. A tube bundle or other restriction of 
low thermal conductivity is required to separate the heat source 
and sink, to provide a small regenerative effect, and to provide 
a phase shaft between the acoustic pressure and velocity waves. 
The oscillations may be initiated by thermal convection, by 
random acoustic perturbation, or for high heat addition rates 
by an initial thermal expansion wave. The addition of a vaporiz-
able liquid into the heater region temporarily causes large in­
creases in the generated sound pressure level. This effect is due 
to the sudden vapor expansions that occur and partly to mixing 
expansions. 

The sound pressure level and frequency of the acoustic out­
put can be accurately predicted. Sound pressures generated 
at the mouth of the open-end thermoacoustic pipe may be 

accurately predicted by equation (2) and those generated inside 
the closed thermoacoustic pipe may be predicted by equation (3). 
Frequency is predicted almost exactly by equation (4). With 
these equations and the available experimental data a Sond­
hauss-type thermoacoustic oscillator can be designed to produce 
a desired sound pressure level and frequency [18]. 
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D I S C U S S I O N 

II. A. Putnam3 

The study of heat driven pressure oscillations in other than 
ihrust producing devices (such as rockets) is receiving rapidly 
increasing attention. Increased emphasis on silencing sources of 
industrial noise has resulted in interest in both combustion driven 
oscillations and combustion roar. The possibilities of profitable 
u-age of combustion driven oscillations are being examined at 
-everal laboratories. This paper outlines a thermal driving 
mechanism that must be considered when diagnosing problems 
related to heat driven oscillations. 

Some questions arise from the results reported and comments 
made in this paper. For instance, the 300-watt curve of Fig. 6 
i esembles the sine wave curve that one would expect for a stand­
ing wave. However, the two higher heat input curves have 
pressure maxima not at the ends of the chamber but in the region 
of heat input. Is this a result of damped traveling wave com­
ponents, a temperature gradient effect, or some other cause? As 
another point, a comment is made that the Vi-in. spacing of 
piles of chalk powder is related to the wavelength of the longi­
tudinal vibration. Since this wavelength is many times larger 
- wavelength for 60 Hz in air at room temperature is about 230 
in.), a more complete discussion of this point would be appre­
ciated. 

Ileal pipes are receiving considerable attention at present. 
These devices have the same elements as the authors' experimental 
equipment, but in a different proportion. Do the authors have 
any opinion as to the possibility of Sondhauss oscillations being 
set up in such devices. If they would occur, or could be made to 
occur, would they be helpful or harmful? By the same token, 
could Stirling cycle engines be made to work better if timed to 
their Sondhauss frequency? 

P. Thullen4 

I t is interesting to note that heat sustained pressure oscillations 
sire also of great importance in the design of helium temperature 
cryogenic equipment. It is frequently necessary to include in the 
design of such equipment' a length of small dia piping which is 
in thermal communication with both the ambient environment 
and with the helium temperature environment. This piping will 
have a relatively steep axial temperature gradient in its wall, and 
is freciuently terminated with a valve or gage of finite dead 
volume. This leads to a configuration similar to that shown in 
Fig. 1 of the paper. As a consequence of this, severe pressure 
oscillations can be set up, and the heat leak to the low tempera-
true region can be increased by orders of magnitude. 

Our interest in this phenomenon at the Cryogenic Engineering 
Laboratory of M I T caused us to initiate a stud}' of these oscilla­
tions with the goal of predicting their behavior as well as dis­
covering ways to prevent them. In our study of the literature we 
uncovered some useful references [19, 20, 22]" which the authors 
have not cited. Among these was a reference to a cyclic heat en­
gine known as Griffiiths' Engine [20] which does indeed operate 
on thermally sustained pressure oscillations. We were able to 
formulate a piecewise linear lumped parameter mathematical 

:t Mechanical Engineering Department, Columbus Laboratories, 
Bnttelle Memorial Institute, Columbus, Ohio. 

4 Assistant Professor, Department of Mechanical Engineering, 
Massachusetts Institute of Technology, Cambridge, Mass. 

5 Numbers in brackets designate Additional References at end of 
discussion. 

model which described this heat engine in a relatively simple 
fashion. We then built and instrumented a Griffith's Engine and 
were able to obtain good agreement between the theoretical 
predictions and the behavior of the physical system. These re­
sults were reported in the recent cryogenic literature [19]. 

Further analysis of these oscillations has been undertaken by a 
student in our laboratory, using a distributed heat transfer model 
[21]. His results appear encouraging and lend further insight 
into the heat transfer mechanism active in cryogenic systems. 

When considering the analogy between these oscillating systems 
and cyclic heat engines it is interesting to note that while the use 
of a perfect regenerator in a Stirling C3rcle will make the engine 
more efficient, the use of a perfect regenerator in a Sondhauss 
Oscillator will cause it to cease oscillating. This is because a per­
fect regenerator will remove the phase shift between the pressure 
variation and volume variation which is necessary for the produc­
tion of net work in a cycle. 

This paper should be of value in furthering the understanding 
of heat driven pressure oscillations in a gas. 
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Authors' Closure 
In reply to Dr. Putnam's question about Fig. 6, the decreasing 

pressure amplitude in the closed end of the pipe is due to a de­
creasing temperature of several hundred deg F and possibly 
also to some damping effects. The comment on the chalk powder 
piles spaced 3/4 in. apart not being due to the 60 Hz air oscillation 
is correct. At this time a satisfactory explanation of this obser­
vation is not available. 

The question about incorporation of the Sondhauss oscillation 
into a heat pipe is certainly of interest since the increased tur­
bulence of the oscillation would cause increased heat transfer 
rates. This idea occurred to the author sometime ago because of 
his experiments with heat pipes. A "wick fed" Sondhauss 
oscillator-heat pipe was built and tested but results were un­
successful, because the Sondhauss oscillator requires a large 
temperature gradient while the heat pipe inherently has a small 
temperature gradient. Thus it appeared that the two systems 
were incompatible. 

In reply to Dr. Thullen's comments about the Griffith's engine, 
Dr. Carter participated in some similar engine experiments with 
Dr. Theodore Finkelstine at Atomics International in 1961. The 
conclusion was that the lliermoacoustic engine was inefficient 
and difficult to harness. 

During the same period as the Griffith's reference [20], a 
Douglas Knipp, reportedly of Illinois Institute of Technology 
(1890), studied the thermoacoustic phenomenon. Efforts to 
locate the original references have been unsuccessful, but a Sond­
hauss type thermoacoustic oscillator is available commercially in 
the Ceiico catalog as No. 85180 Cenco-Knipp singing Tube. 
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Frequency Distribution of Boiling-Generated Sound 

T. AOKI1 and J. R. WELTY2 

I n t r o d u c t i o n 

T H E generation of sound accompanying boiling heat transfer 
has been studied by several investigators. The studies of West-
water, Lowery, and Pramuk [1]3 indicated that boiling sound was 
a function of the heat transfer rate as well as the temperature dif­
ference between the boiling surface and the bulk liquid. Sound 
pressure level was found to increase very rapidly with tempera­
ture difference in the nucleate region and moderately in the region 
of transition boiling. Schwartz and Siler [2] obtained a sound 
pressure level versus temperature difference curve which was 
similar in shape to the usual heat flux versus temperature dif­
ference plot; the sound pressure level decreased as the tempera­
ture difference increased during transition boiling. More recent 
studies by Pouter and Haigh [3] have been concerned with sound 
generation in the nucleate region in a subcooled boiling system. 
They found that the intensity of boiling sound was co-dependent 
on the heat flux and water temperature so that measurement of 
the sound level together with only one of the other parameters did 
not completely specify the boiling situation. 

The purpose of the present communication is to present the re­
sults of an experimental investigation in which unique sound 
generation was observed during transition boiling [4]. 

Description of Experiment 

Stable transition pool boiling was produced with a horizontal 
copper disk as the boiling surface and saturated normal pentane, 
having a vapor pressure of 1 atm at 97 deg F, as the boiling me­
dium. The schematic diagram of the boiling apparatus is shown 
in Fig. 1. 

The thin copper fins (a) transmitted heat uniformly to the boil­
ing surface (b) from the condensing water vapor. Saturation 
pressure in the pressure vessel (c) was controlled to achieve a de­
sired boiling surface temperature. Controlling the boiling sur­
face temperature rather than heat flux made it possible to attain 
stable transition boiling. The boiling surface was a copper disk, 
2 in. in diameter and 0.094 in. thick. Heat flux values were de­
termined from the rate of n-pentaue condensate accumulation 
corrected with appropriate heat loss allowance obtained from 
separate experiments. 
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1 Professor of Mechanical Engineering, Oregon State University, 
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Fig. 2 Characteristic boiling sound curve 

Sound detection was accomplished using a condenser micro­
phone immersed in the /i-pentane. Two microphone locations 
were used. For experiment N2 the microphone was positioned 
directly adjacent to the 0.75-in. effective radius boiling surface; 
in experiment No the microphone was located laterally 1.375 in. 
from the center of the boiling surface and 1.75 in. above it. The 
boiling sound was recorded on a magnetic tape at different boiling 
surface temperatures from which subsequent frequency analyses 

were made. For each experiment all-pass-band and octave-band 
sound pressure levels were recorded on charts from the magnetic 
tape by means of a graphic level recorder and an oclave-band 
analyzer. The reference sound pressure level (SPL) is 2(1 micro-
newtons/m2 and SPL is defined as 

SPL = 20 log„ 
_P_ 

0.00002 
db re 20 nN/m- (1) 

where P = root-meaii-square sound pressure in N / m 2 for the 
sound in question. 

Discussion of Results 

Sound pressure level data plotted as decibels versus A7',, the 
temperature difference between the boiling surface and sat .united 
n-pentane, are presented in Fig. 2. The dashed line and solid 
lines represent overall sound pressure level and frequency com­
ponents of sound pressure level, respectively. Overall sound 
pressure level data in Fig. 2(«) differ by an average of 7.2 db from 
those in 2(6) due to the location of the microphone as discussed in 
the previous section. Since the sound pressure varies inversely 
as (he distance from the source and the ratio of the distances for 
experiment N3 and for N2 is about. 2.47 to 1, the difference of SPL 
may be calculated assuming that the sound originates at a point 
source located at the center of (he boiling surface; thus, 

(SPL)m - (SPL)M = 20 log,„ - y - = 7.85 db (2) 

which is in agreement with experimental results. A distinctive 
peak in sound pressure level appears in the transition region at a 
surface temperature difference (AT,) near 80 deg F. The pre­
dominant frequency components at the peak are 250 and 500 Hz, 

The characteristic boiling sound curve obtained in this ex­
periment differs from the results obtained by Westwater, Lowery, 
and Pramuk [1] and Schwartz and Siler [2]; the present experi­
ment shows the highest sound pressure level to be in the transition 
boiling region. The sound of boiling was found to be an increas­
ing function of heat flux during nucleate boiling, but if leveled off 
(experiment N2) or dropped (experiment N3) at the region of" 
maximum heat flux. This is due to the large vapor region, 
formed by the bubble coalescence above the boiling surface, at­
tenuating the sound generated at the surface. This vapor region 
should not be confused with the thin vapor film which is formed 
directly above the boiling surface and is the chief feature of film 
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Fig. 3 Octave-band analysis of boiling sound 
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boiling. When the maximum heat flux is passed and the large 
vapor region disappears, the sound pressure level rises again. 

Typical frequency spectra for sound generated in nucleate, 
transition, and film boiling as well as at the maximum heat flux 
(burnout) point are shown in Fig. 3. The sound pressure level 
for the transition region was again observed to be large between 
125 and 1000 Hz with major components in the 250 to 500 Hz 
range. Investigation by the authors [5] has indicated that, dur­
ing transition pool boiling, the "quenching" of a hot surface due 
to direct contact by the saturated liquid is followed by (he ex­
istence of (he liquid in a spheroidal state before the thin vapor film 
reforms between the solid and liquid. In the transition boiling 
regime, "quenching" occurring on a small region of the heated 
surface, where direct contact with the liquid occurred, resulted in 
a sudden temperature drop of about 40 deg F at lower heat flux 
levels and 20 deg F at higher levels in a period of about 2-millisec. 
A droplet evaporating on a heated surface has the shortest life­
time at the maximum boiling rale which corresponds lo the 
"burnout-point" [6]. At this point the droplet is in violent 
motion due to rapid evaporation which occurs at the expense of 
large energy, thus resulting in a high sound pressure level. For 
liquid pentane at 1 atm the boiling surface at a temperature dif­
ference, A7'5, near 80 deg F momentarily provides favorable con­
ditions for the maximum boiling rate when the liquid contacts it 
and produces a sudden temperature drop of about 30 deg F. 
Thus t he large sound pressure level observed near 80 deg F during 
transition boiling is attributed to the rapid evaporation rate of 
liquid droplets coming into direct contact with the boiling surface 
and also to the high frequency of such contact (quenching). As 
AT, increases, quenching frequency decreases, resulting in a de­
crease in overall sound pressure level. 
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Introduction 

T H E analysis of reference [I]3provides solutions for the steady 
state thermal drift, resulting from damping-fluid viscous drag, of a 
floated inertial reference device with an unsymmetrical tempera­
ture distribution about the vertical. 

I t is the purpose of this note to provide an approximate method 
of determining the transient behavior for a perfectly centered 
gimbal subjected to a temperature gradient unsymmetrical about 
the vertical axis. The method provides a means of computing 
the natural convection of the damping fluid and the resultant 
viscous drag, and hence thermal drift, at any instant after the 
stepwise application of a unit, circumferentially linear tempera­
ture distribution between points (1) and (2) along the outer wall 
of the fluid annulus (Fig. 1). We consider a floated gimbal with 
coordinates as shown in Fig. 1. 

The following conditions prevail: 

(a) The annular thickness is much less than the float radius. 
(b) Temperature differences are sufficiently small so that fluid 

motion can be characterized as quasisteady, creeping laminar 
flow in the a; direction. 

(c) Damping fluid properties are constant except for the 
variation of density with temperature. 

(d) The Prandtl number of the damping fluid is much greater 
than unity. 

An order of magnitude analysis of the basic equations given in 
reference [2) yields the following governing equations of fluid 
motion: 

d2(7 dp ' 
----- = Or-1 0 ' c o s ^ (1> 
d F 2 dX Y 

3 Numbers in brackets designate References at end of Technical 
Brief. 
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boiling. When the maximum heat flux is passed and the large 
vapor region disappears, the sound pressure level rises again. 

Typical frequency spectra for sound generated in nucleate, 
transition, and film boiling as well as at the maximum heat flux 
(burnout) point are shown in Fig. 3. The sound pressure level 
for the transition region was again observed to be large between 
125 and 1000 Hz with major components in the 250 to 500 Hz 
range. Investigation by the authors [5] has indicated that, dur­
ing transition pool boiling, the "quenching" of a hot surface due 
to direct contact by the saturated liquid is followed by (he ex­
istence of (he liquid in a spheroidal state before the thin vapor film 
reforms between the solid and liquid. In the transition boiling 
regime, "quenching" occurring on a small region of the heated 
surface, where direct contact with the liquid occurred, resulted in 
a sudden temperature drop of about 40 deg F at lower heat flux 
levels and 20 deg F at higher levels in a period of about 2-millisec. 
A droplet evaporating on a heated surface has the shortest life­
time at the maximum boiling rale which corresponds lo the 
"burnout-point" [6]. At this point the droplet is in violent 
motion due to rapid evaporation which occurs at the expense of 
large energy, thus resulting in a high sound pressure level. For 
liquid pentane at 1 atm the boiling surface at a temperature dif­
ference, A7'5, near 80 deg F momentarily provides favorable con­
ditions for the maximum boiling rate when the liquid contacts it 
and produces a sudden temperature drop of about 30 deg F. 
Thus t he large sound pressure level observed near 80 deg F during 
transition boiling is attributed to the rapid evaporation rate of 
liquid droplets coming into direct contact with the boiling surface 
and also to the high frequency of such contact (quenching). As 
AT, increases, quenching frequency decreases, resulting in a de­
crease in overall sound pressure level. 
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Introduction 

T H E analysis of reference [I]3provides solutions for the steady 
state thermal drift, resulting from damping-fluid viscous drag, of a 
floated inertial reference device with an unsymmetrical tempera­
ture distribution about the vertical. 

I t is the purpose of this note to provide an approximate method 
of determining the transient behavior for a perfectly centered 
gimbal subjected to a temperature gradient unsymmetrical about 
the vertical axis. The method provides a means of computing 
the natural convection of the damping fluid and the resultant 
viscous drag, and hence thermal drift, at any instant after the 
stepwise application of a unit, circumferentially linear tempera­
ture distribution between points (1) and (2) along the outer wall 
of the fluid annulus (Fig. 1). We consider a floated gimbal with 
coordinates as shown in Fig. 1. 

The following conditions prevail: 

(a) The annular thickness is much less than the float radius. 
(b) Temperature differences are sufficiently small so that fluid 

motion can be characterized as quasisteady, creeping laminar 
flow in the a; direction. 

(c) Damping fluid properties are constant except for the 
variation of density with temperature. 

(d) The Prandtl number of the damping fluid is much greater 
than unity. 

An order of magnitude analysis of the basic equations given in 
reference [2) yields the following governing equations of fluid 
motion: 
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Fig, 1 Floated gimbal coordinates and schematic diagram 
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in phase I I , the temperature at any point in the fluid is a linear 
^ ' function of both X and F and can be represented by the following 

dimensionless relationship: 

Fo —- = — - (3) 

(4) 

The unsteady terms in equation (1) as well as the viscous and 
body force terms in equation (2) are omitted because of conditions 
(a) and "(b). 

For a typical inertial reference device, the thermal response 
(i.e., the solution) can be considered to consist of two phases. 
The first involves diffusion through the fluid and attainment of a 
radially linear fluid temperature profile. In the second phase the 
float acts as a heat sink, and the radial and circumferential fluid 
temperature gradients are variable in time but remain spatially 
linear. 

Application of references [3] and [4] shows that a quasisteady 
boundary layer analysis can be used for a typical system. The 
natural convection boundary layer will, during the first phase, 
propagate radially inward through the damping fluid approxi­
mately 3.5 times faster than the time required to attain a linear 
temperature profile. Also, for the small fluid thickness under 
consideration, the time to attain a radially linear temperature 
profile (phase I) is much shorter than the heat sink response of the 
float (phase I I ) . This implies that equation (3) reduces to a 

dd' 
gradient — which is a function C(X, I) of circumferential position 

dY 
X and time t. This gradient is entered into the momentum equa­
tion to find the corresponding quasisteady velocity distribution 
at, the same instant of time. 

As a consequence of the prescribed linear circumferential 
boundary condition and the linear radial temperature distribution 

9' = 1 - ^ + C(X, i)[Y - 1] 
IT It 

(5) 

When 6' is substituted into equation (1) the equation takes the 
form 

_ _ Gr 
dp' 

1>Z^ 

dm 
d F 2 

! _ A + C(X)Y - C(X) 
irli 

= U(X) + g(X)] - y(X)Y 

A 
R' 

(6) 

where 

dp' 
f(X)=f= Gr^- + 

oX 
X 

•KIV 

X 

w 

g(X) = g = C(X) cos — 
h 

Integrating equation (6) twice with respect to radial direction Y 
gives the following equation 

U = f-±^ F 2 - i-gY* + [ - i g - if]Y (7) 

where the boundary conditions U = 0 at F = 0, 1 have been 
used. 

The inner wall shear stress is given, by definition 

du\ = ixgop8m*J / d C / ' 

£>]//„-<i v \dF/r=o 
(8) 
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Differentiating the velocity profile given by equation (7) we 
have the dimensionless wall shear stress 

dU_ 

dY -id if (0) 

The function g is known whereas/ is unknown because of the 1111-
£>p' 

determined pressure gradient We eliminate / b y perform-

ing two definite integrations on equation (6); first with respect to 
Y, then with respect to A'; that is 

L^"'^f+»L"r->lv"r 

Results 
The foregoing analysis allows one to compute the circum­

ferential viscous drag on a floated inertial reference device as a 
function of time. For example, this analysis was used to com­
pute the viscous force on a 0.890-in-dia gyro float with a 0.005-iu. 
gap using Fluro-Chem 3000/130/2.0750 (viscosity, cenli-
poise/temperature, deg F/density, g per cc) at. 0.G sec after the 
application of a 1 deg F temperature difference across the outer 
diameter of the fluid annulus with a nominal temperature of 130 
deg F. Tlie results showed a value of 0.007 dyne/in. which was 
approximately 80 percent of the final steady state value of 0.009 
dyne/in. I t is noteworthy that the final steady stale value and 
the phase II response time are dependent upon the "heat sink 
characteristics" of the float. The foregoing numerical results 
were for a particular float design and should not necessarily be 
regarded as typical of all floated inertial reference devices. 

dU_ 

a i ' / r , , d F / r . o / + id (10) 

Next, we insert the definition of/ into equation (10) and integrate 
with respect to A". 

C2"11' , f2W<" dp' 

rR' [JL 
Jo U«' 

_ 1 

dA 

cos —- dX + 
A 'Jo ' s/dX ( I D 

where symmetry about the 1-2 plane has been used in writing the 
second integral on the right. 

We may show that the constant average velocity U, obtained 
by integrating equation (7) with respect to Y between the limits 
0 and 1, is equal to — T V [ / + id\- Therefore, the bracketed 
integrand on the left side of equation (11) is a constant and may 
be removed from the integral sign. Furthermore, since the first 
integral on the right is zero, we can perform the integration and 
solve equation (11) for/. Thus, 

f = •id - - + 
l r'R' (12) 

If we substitute equation (12) into equation (0) and integrate 
around the circumference between the limits 0 and 2irR', and 
note that the definite integral in equation (12) is a constant during 
this integration, we obtain the following expression for the dimen­
sionless circumferential shear force per unit length of float 

if' 
° Jo 

*' 21V 
gdX + 

By substituting the expression for g(X) into the above equation 
and utilizing equation (8), we may express the shear force per 
unit length of float as 

= PMW^S 

'2R' 2 C'1' 

• r ° J o 
0 cos — dX (13) 

Notice that when there is no temperature gradient across the gap, 
C(X, () = 0 and the equation reduces to a steady state relation. 

The integral in equation (13) can be numerically evaluated at 
a given instant of time by computing C(X, t) at a number of 
discrete points along one-half the fluid circumference (0 —>• irll') 
with temperature data obtained from the phase I I thermal analy­
sis. The product in the integrand is then computed at these 
points and the integration performed by a numerical integration 
procedure such as Simpson's rule. 
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Differentiating the velocity profile given by equation (7) we 
have the dimensionless wall shear stress 
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dY -id if (0) 

The function g is known whereas/ is unknown because of the 1111-
£>p' 

determined pressure gradient We eliminate / b y perform-

ing two definite integrations on equation (6); first with respect to 
Y, then with respect to A'; that is 

L^"'^f+»L"r->lv"r 

Results 
The foregoing analysis allows one to compute the circum­

ferential viscous drag on a floated inertial reference device as a 
function of time. For example, this analysis was used to com­
pute the viscous force on a 0.890-in-dia gyro float with a 0.005-iu. 
gap using Fluro-Chem 3000/130/2.0750 (viscosity, cenli-
poise/temperature, deg F/density, g per cc) at. 0.G sec after the 
application of a 1 deg F temperature difference across the outer 
diameter of the fluid annulus with a nominal temperature of 130 
deg F. Tlie results showed a value of 0.007 dyne/in. which was 
approximately 80 percent of the final steady state value of 0.009 
dyne/in. I t is noteworthy that the final steady stale value and 
the phase II response time are dependent upon the "heat sink 
characteristics" of the float. The foregoing numerical results 
were for a particular float design and should not necessarily be 
regarded as typical of all floated inertial reference devices. 
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where symmetry about the 1-2 plane has been used in writing the 
second integral on the right. 

We may show that the constant average velocity U, obtained 
by integrating equation (7) with respect to Y between the limits 
0 and 1, is equal to — T V [ / + id\- Therefore, the bracketed 
integrand on the left side of equation (11) is a constant and may 
be removed from the integral sign. Furthermore, since the first 
integral on the right is zero, we can perform the integration and 
solve equation (11) for/. Thus, 
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If we substitute equation (12) into equation (0) and integrate 
around the circumference between the limits 0 and 2irR', and 
note that the definite integral in equation (12) is a constant during 
this integration, we obtain the following expression for the dimen­
sionless circumferential shear force per unit length of float 
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By substituting the expression for g(X) into the above equation 
and utilizing equation (8), we may express the shear force per 
unit length of float as 
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Notice that when there is no temperature gradient across the gap, 
C(X, () = 0 and the equation reduces to a steady state relation. 

The integral in equation (13) can be numerically evaluated at 
a given instant of time by computing C(X, t) at a number of 
discrete points along one-half the fluid circumference (0 —>• irll') 
with temperature data obtained from the phase I I thermal analy­
sis. The product in the integrand is then computed at these 
points and the integration performed by a numerical integration 
procedure such as Simpson's rule. 
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Subscripts 

1 = pertains to convex side of the inner cylinder 
'_' = pertains to concave side of the outer cylinder 
,'! = pertains to a second coordinate on the outer cylinder in view 

of the primary outer cylinder coordinate, 2. 
a = pertains to convex surface of the outer cylinder 
r = viewed part of the surface 
u = unseen part of the surface 

Introduction 

l.\ TUB study of spacecraft containing two coaxial cylinders, it 
was found necessary to develop an analytic approach to the 
radiation heat transfer between the two cylinders, neither of which 
could be considered uniform in temperature. Analytic treat­
ments for nonuniform radiation heat transfer for a single cylinder 
have been performed [1, 2, 3]3 but no work was found for the case 
of two coaxial cylinders with nonuniform temperatures or heat 
fluxes. This note presents an approach to the nonuniform radia­
tion heat transfer between the two coaxial cylinders using a 
Fourier series expansion. The nonuniformity is limited to the 
circumferential direction, the axial direction being assumed uni­
form in both heat flux and temperature distribution. Another 
prominent assumption is that the surfaces are diffuse emitters, 
ll ,-diould be pointed out that recent experiments [4, 5] have 
-howii that for nonoptical surfaces, the equations of diffuse radia­
tion produce a close correlation for real surfaces. 

Analysis 

The fundamental integral equations of radiant heat transfer in 
a general enclosure were derived in Jensen's work [6, 7] using 
the radiosity formulation. In the study of coaxial cylinders, 
subscript I refers to the inner cylinder and the subscript 2 refers 
to the outer cylinder. The integral equations are 

J AS,) = Et(S0 + (1 

./:!.S,) = E(S-,) + (1 - «-.) 

+ 

where 

cos 4>s 
K(S„ Sj) = ^ 

1 «i) | JiiS-^KiSi, Si)dAi (1) 

Jfi(Si)/f(Si, S-AdA, U, 
j 
J A*-At. 

111(1 

E, = e,trT, 

MS3)K(S->, S3)dAly (2) 

for*, j = 1 , 2 (3) 
or i, j = 2, 3 

i = 1, 2 (4) 

I'tilizing Eckert's method [8] for an energy balance, the net heat 
(luxes leaving the surface elements are 

L </,(&',) = £,(£,) - a, I J'XStWiSuSJdA* (5) 

<li(Si) = E-AS-,) - a . L JASy)K(Sh &)d /h 

+ L., MS-i)K(S->, S3)dAu (6) 

Attempts at the solution of the integral equations have led to 
many approximate methods. To solve the equations for an arbi­
trary temperature distribution, a Fourier series expansion is as­
sumed for the radiosifv. Let 

,/.((?) = £ (,i i n cos nd + Bi„ sin nd), 0 < 0 < 2TT (7) 
« = 0 i = I, 2 

The use of the Fourier series seems natural for cylinders and re­
duces the integral equations to algebraic expressions in Fourier 
coefficients 

X (A,„ cos nd + «,„ sin nd) 
n = 0 

= EAd) + (1 - a:,) X (A*n cos nd + Ihn sin n0)F„(a) (8) 
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X (A-,„ cosnfl + /72„sinra0) 
n = Q 

= E-i(d) + (1 - on) jr (/!,„ cos nd + «i„ sin nd)aFn(a) 

+ (1 - a-,) X (/l*> cos nd + Bi" s i n »8)LJ«'> (•') 
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Jo 
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COS 71A — T : — ; ; 7TT~ " A ( ' ^ ) (1 + a2 - 2a cos X) <"-• 

<M«) = TV"—T ( a ( ' o s [2"T(«)] An1 — I 

+ 2« \/T^~a? sin [2ny(a)] - 1 } (13) 

7(a) = cos - 1 a (14) 

and 

R 
a = —, the radius ratio; A'i < Hi (15) 

R-2 

The FJa) contains the geometric factor between the two cylinders 
and the L„(o) contains the geometric factor from one point on 
the outer cylinder to a second point on the outer cylinder visible 
by the first. The F„(a) a n c l £„(«) m ' e o n l y dependent on the 
radius ratio. 

The solution of the An,, Bin depend upon what is known about 
the conditions around the cylinders. 

Application 
Consider the case of a cylindrical satellite for which qAd) 

represents the heat flux on the inner cylinder associated with heat 
dissipation from electronic components. Radiation heat transfer 
is assumed to be the only significant mode of heat transfer be­
tween the cylinders. I t is necessary to determine Ei(6) since 
Ti{6) represents the sink temperature for the electronics. An 
energy balance of the outer cylinder is written as 

(10) e0ff
rJY = U(0) - q-i(0) 

vhere 

U{6) represents the absorbed energy from the environment 
andisfcnoMTO. 

— qAd) represents heat addition to the outer cylinder resulting 
from E,(0) and g,(0). 

3 Numbers in brackets designate References at end of Technical 
Brief. 

Equation (16) can be written in terms of E-i(d) as 

E-Ad) = - (7(0) q-AB) 
£„ e„ 

(17) 
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Using equation ( t l ) for qi(6) results in a relation between the Am, 
Ai„ and Bi„, Ifan in terms of the Fourier coefficients of U(0). To 
simplify notation, let 

(18) il/,„ = 1 + — ) [1 - LJi - a,_)\ - L„a-> 

Mln 1 + j - ) (1 - at) - a-, al'\ (19) 

With the use of equations (18) and (19) the relationships between 
the Fourier coefficients become 

M2oA.„ - Mu 
_ L f2r 

27r Jo 

r. 
(d)(W = C0 (20) 

U(d)ci>*n8d6 = Cn (21) M,nA,n - Jl/,„/li„ = -
7T 

Al •>„!{•<„ - il/,,,/^,, = — J 11(B) sin «0rf0 = Dn (22) 

A second set of equations must be developed using qiift). These 
equations can be obtained by substituting E\{6) defined by equa­
tion (8) into equation (10), which produces 

<M8) = E U'li« ~ '''nWAml em,id 
« = o 

+ [/i,„ - Fn(a)Bi,,\ sin n0} (23) 

Then, forming the Fourier coefficients, 

An = (ewe = i', ^ Jo 

J " 
J o 

1 f 2 " 
«i„ - FJa)B-i„ = — f/1(0) sin « 

T Jo 

(24) 

A,„ - Fn(a)Ain = ?,(0) cos ndd6 = / ' „ (25) 

We = cj„ (26) 

With F'„, Qn, and C„ and £>„ known, the /li„, Bi„, /1-j,,, ft,, can be 
found by standard simultaneous algebraic expression methods of 
solution. The results are 

A io — An -f- Bo 

Altt = A-,J<\ + P„ 

Fin = IhnF,, + Q„ 

Co + M,0P0 
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Fin 
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c„ 
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+ 
-
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All 
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/ io 

J'n 

>ML> 

nQ„ 

Mm - FJlln 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

Having defined the Fourier coefficients, the solution to A\(0) is 
readily obtained by writing equation (S) as 

Ei(B) = ] T {[Aln - (1 - ai)AinFn(a)} cos «0 

+ [Bln - (1 - ai)ft„F„(a)] sin 7(0} (33) 

The ready availability of time sharing computer terminals 
makes these series solutions practical. 

Discussion 

The use of the common finite element approach to the study of 
the radiant heat transfer between two coaxial cylinders requires 

a three-step procedure. First, geometric view factors between 
elements have to be determined for each radius ratio desired, 
The second step then requires the computation of the radiant ex­
change factors based on the «i and e-> desired and the geometric 
view factors. The final step is the solution of the n X n set of 
simultaneous equations. In this analysis all that is required is 
the coding of the equations and the computation of the Fourier 
coefficients C'it Df, Pit Qt. The effects of changes in radius ratio 
and in the surface properties are easily studied as they are merely 
inputs to the code. While the computation of the Fourier coef­
ficients may appear tedious, they can be obtained rapidly for any 
known distribution with the use of the finite Fourier coefficient 
formulas shown in Hildebrand [9]. 
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Free Convection From a Two-Dimensional 
Finite Horizontal Plate 

CHiNG-JEN CHEN1 

F O R a horizontal plate when heated facing downward or cooled 
facing upward, were it not for edge effects from a finite plate or 
nonisothermal wall temperature, there would be no convection 
current since the fluid near the plate would be in equilibrium 
with the gravitational force. However, when the plate is finite 
there is always some fluid movement as reported by Kraus [1].-
Kraus observed that for a heated plate facing downward, the air 
moves toward the plate and diverges to the edge exhibiting a 
stagnation-point flow. This was further confirmed by Schmidt's 
[2] photograph of a heated horizontal plate facing downward. 
Theoretically, Suriano and Yang [3] numerically solved the 
problem of a finite three-dimensional horizontal plate situated 
in an infinite fluid for small and moderate Grashof number--. 
They showed that for the heated plate facing downward the fluid 
motion does exhibit stagnation-point flow as observed by Krau^. 
In this note, the free convection from a two-dimensional finite 
horizontal plate which is heated facing downward, for large 
Grashof numbers, is solved by treating the problem as a stagn;: • 
lion-point flow. 
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The ready availability of time sharing computer terminals 
makes these series solutions practical. 

Discussion 

The use of the common finite element approach to the study of 
the radiant heat transfer between two coaxial cylinders requires 

a three-step procedure. First, geometric view factors between 
elements have to be determined for each radius ratio desired, 
The second step then requires the computation of the radiant ex­
change factors based on the «i and e-> desired and the geometric 
view factors. The final step is the solution of the n X n set of 
simultaneous equations. In this analysis all that is required is 
the coding of the equations and the computation of the Fourier 
coefficients C'it Df, Pit Qt. The effects of changes in radius ratio 
and in the surface properties are easily studied as they are merely 
inputs to the code. While the computation of the Fourier coef­
ficients may appear tedious, they can be obtained rapidly for any 
known distribution with the use of the finite Fourier coefficient 
formulas shown in Hildebrand [9]. 
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F O R a horizontal plate when heated facing downward or cooled 
facing upward, were it not for edge effects from a finite plate or 
nonisothermal wall temperature, there would be no convection 
current since the fluid near the plate would be in equilibrium 
with the gravitational force. However, when the plate is finite 
there is always some fluid movement as reported by Kraus [1].-
Kraus observed that for a heated plate facing downward, the air 
moves toward the plate and diverges to the edge exhibiting a 
stagnation-point flow. This was further confirmed by Schmidt's 
[2] photograph of a heated horizontal plate facing downward. 
Theoretically, Suriano and Yang [3] numerically solved the 
problem of a finite three-dimensional horizontal plate situated 
in an infinite fluid for small and moderate Grashof number--. 
They showed that for the heated plate facing downward the fluid 
motion does exhibit stagnation-point flow as observed by Krau^. 
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Fig. 1 Comparison of theoretical velocity component with experimental 
data 

Consider (he comparison between a two-dimensional blunt 
body of a local radius R and a horizontal flat plate with a width L. 
Let A" and }* be the coordinates measured along and outward 
normal to the surface respectively. We note from Kraus' 
measurement that the isothermal lines near the horizontal plate 
are very similar to those of blunt bodies. This similarity can 
also Lie seen from photographs of Schmidt [2]. The radius of the 
isothermal curves, R, depends on the plate width, L, and obvi­
ously increases with it. For definit.eness, the radius of the mean 
temperature line between the wall and ambient temperature will 
be taken to be R. The existence of a finite radius, R, represents 
the edge effect of a finite horizontal plate. For Grashof numbers 
of 105 or larger, the value of R obtained from the Schmidt's [2] 
photographs and from Weise's [4] measurement shows that R 
equals approximately 2.5 L. When the radius of the isothermal 
curve is identified with the radius of the blunt body, the govern­
ing equations for blunt bodies may approximately be used for the 
finite flat plate. The edge effect is then included through the 
gravity term in the A'-momentum equation. Let 

V 

X 

L' 

Y 

1' 
\ T_ 

T„. 

- § • 

U_ 

u; 

Gr = 

Ur = Vp\g(Tw 

l3\g(Tw - Ta)\L> 

TJ\L (1) 

C„n 

where X is the edge factor for the two-dimensional finite horizontal 
plate and equals unity for the blunt body. The dimensionless 
governing equations are: 

— + — = 0 
d.r dy 

du du dp , „ 1 1 d2u d2u\ 
u •- + v — = - - -f- \edx -1 7= — + — 

dx dy dx V0r \dx2 dy"-) 

dv du dp 1 / d2v d-u\ 
u — + v — = — to H 7=. ( — + — 

dx dy dy \/Gr \dx2 dy2) 

d6 dd I /d20 d26\ 

dx dy Pr VGr \dx2 dif-) 

(2) 

(3) 

(4) 

(;>J 

t equals one when the blunt bodies are cooled facing upward or 
when heated facing downward, e is negative one when the blunt 
bodies are cooled facing downward or when heated facing upward. 
For large Grashof numbers, the reduction of the governing equa-
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Fig. 2 Comparison of theoretical temperature distribution with experi­
mental data 

tions to the ordinary differential equations is made by the follow­
ing transformation: 

V = G,.'/4;/, v = —Gr'
/ii/'(?;), u = xxp'(ri), 

B(y) = 4>(v), P(y) = Gr'/'7r(r,) (6) 

where the prime denotes differentiation with respect to -q. The 
governing equations for e = 1 immediately transforms to 

xp'" + W - xj/'2 + \cj> = 0 

777 (xP" + W) + <f> + w' = 0 

</>" + i\-\p4>' = o 

(7) 

(8) 

(9) 

The boundary conditions are then 

\(>(0) = tp'(0) = 0, 0(0) = 1, 0"(O) = 0 

or u = v = 0, 0 = 1, y = 0 (10) 

lp'(<x>) = TT(co) = < £ ( • » ) = 0 

or u V = 0, (11) 

The problem may be correlated with the blunt-bod}- solutions 
of Braun, Ostrach, and Heighway [5] or Hermann [6] by the 
following changes of variables: For low Prandtl numbers, let 
F = \ / P r xp, H = 6, and f = - \ /Pr i). Then equations (7) and 
(9) are transformed into equation (46) of reference [5] when 
m = co. For large Prandtl numbers, let F = Vi~'/ixp, H = 6, 
and f = Pr~1 / 4rj . Equations (7) and (9) are transformed into 
equation (53) of reference [5]. For the two-dimensional finite 
flat plate, the solution is obtained by letting X equal to one, and 
then substituting R equal to 2.5 L to the blunt-body solutions of 
references [5, 6]. 

In Figs. 1 and 2, the theoretical velocity and temperature pro­
files, converted from Hermann's [OJ solution, are compared with 
the experimental measurements of Jodlbauer [7] for a cylindrical 
bod}-. There is no experimental data available for the two-di­
mensional finite plate case. However, data for the three-dimen­
sional horizontal rectangular plate, as measured by Kraus [1], are 
included for comparison. I t is noted that the three-dimensional 
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Fig. 3 Compar ison of several heaMransfer calculat ions 

case gives a .smaller maximum velocity and temperature gradient 
near the wall, but a larger velocity and temperature boundary-
layer thickness than that of the two-dimensional case. Fig. 3 
shows the comparison of other related results from references 
[7-11] with Braun, Ostvach, and Heighway [5] and Hermann [6]. 
I t is interesting to note that for Prandtl numbers near one, all 
solutions agree very well for the two-dimensional ease including 
the lower-half average value of the horizontal cylinder [6), with 
the exception of the solution for an ellipsoid given by Michiyoshi 
[9]. Michiyoshi indicated that his two-dimensional result agrees 
well with Weise's experimental measurements, but it should be 
emphasized that Weise's experiment was three-dimensional. 
With X equal to 2.5, the three-dimensional data obtained by 
Weise are also given in Fig. 3, which is already suggested by 
Fishenden and Saunders [10] and McAdams [11], From Fig. 3, 
it. is seen that the two-dimensional case should give a higher value 
of Nu/(RaX) —"'* than the three-dimensional one. 

In summary, for heat-transfer calculations of the two-dimen­
sional case with large Grashof numbers (Gr > 105) the present re­
sult or that of references [5, 6] should be used for all Prandtl 
numbers when X is taken as 2.5. The formula suggested by 
Fishenden and Saunders [10] may be used only for the three-
dimensional plate. 
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Wall Recombination Heat Transfer in a 
Dissociated Slip Flow 

D. M . C O G A N 1 

Introduction 

THIO heat transfer to a body traveling in a dissociated or ionized 
gas depends on the amount of recombination occurring in the 
vicinity of the body as well as the normal fluid dynamic heating. 
Fay and liiddell [I]2 have shown that over a wide range of condi­
tions recombination occurs only at the surface, in which case, 
the recombination heat transfer depends on the diffusion con­
trolled concentration of dissociated species close to the wall and 
the remainder of the flow field is chemically frozen. Analytic 
solutions of the diffusion equations have been obtained by several 
authors including Chambre and Acrivos [2], who considered the 
case of a flat plate, and Freeman and Simpkins [3|, who extended 
this to flow over a wedge. In obtaining these solutions it was 
assumed that, the layer in which diffusion occurs is thin compared 
with the boundary layer, and thus the analysis is strictly valid in 
the limit of Schmitt number (Sc) tending to infinity. Consistent 
with this assumption a Fage and Falkner velocity distribution 
without slip was used to determine the flow within the diffusion 
layer. 

In rarefied flows considerable velocity slip can occur in the 
vicinity of a leading edge, and under these circumstances an alter­
native to the linear Fage and Falkner variation of velocity can be 
used. Provided the Schmitt number and the slip velocity at the 
wall are both large, the velocity within the diffusion region will be 
approximately constant. Using this model the wall recombina­
tion heat transfer has been calculated and presented in this paper. 

Analysis 

The equation for the conservation of species, in a two-dimen­
sional flow, of an ideal dissociating gas comprised of a binary mix­
ture is 

da da 
pu [- pv — 

dy dx dy 
pDl 

da\ 
(1) 

where a is the mass fraction of the dissociated constituent [4], 
As explained in the Introduction it is a valid assumption to con­
sider the gas to be chemically frozen. There is then no produc­
tion of species and wA is identically zero. 

The recombination rate at the wall will be assumed to be pro­
portional to the concentration, and the concentration gradient a t 
the wall will be given by Fick's law as 

D„ 
da 

= kwa,r (2) 

kw being the wall catalytic rate constant. 
Freeman [3] solved equation (1) together with those for momen­

tum and energy by using the Illingworth transformations and 
the streamwise coordinate transformation 

fc,„ Sc (2£)V» 
('3> 

M»»« 

pp 
for the case of a "cold wall" when and Sc can reasonably be 
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case gives a .smaller maximum velocity and temperature gradient 
near the wall, but a larger velocity and temperature boundary-
layer thickness than that of the two-dimensional case. Fig. 3 
shows the comparison of other related results from references 
[7-11] with Braun, Ostvach, and Heighway [5] and Hermann [6]. 
I t is interesting to note that for Prandtl numbers near one, all 
solutions agree very well for the two-dimensional ease including 
the lower-half average value of the horizontal cylinder [6), with 
the exception of the solution for an ellipsoid given by Michiyoshi 
[9]. Michiyoshi indicated that his two-dimensional result agrees 
well with Weise's experimental measurements, but it should be 
emphasized that Weise's experiment was three-dimensional. 
With X equal to 2.5, the three-dimensional data obtained by 
Weise are also given in Fig. 3, which is already suggested by 
Fishenden and Saunders [10] and McAdams [11], From Fig. 3, 
it. is seen that the two-dimensional case should give a higher value 
of Nu/(RaX) —"'* than the three-dimensional one. 

In summary, for heat-transfer calculations of the two-dimen­
sional case with large Grashof numbers (Gr > 105) the present re­
sult or that of references [5, 6] should be used for all Prandtl 
numbers when X is taken as 2.5. The formula suggested by 
Fishenden and Saunders [10] may be used only for the three-
dimensional plate. 
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Introduction 

THIO heat transfer to a body traveling in a dissociated or ionized 
gas depends on the amount of recombination occurring in the 
vicinity of the body as well as the normal fluid dynamic heating. 
Fay and liiddell [I]2 have shown that over a wide range of condi­
tions recombination occurs only at the surface, in which case, 
the recombination heat transfer depends on the diffusion con­
trolled concentration of dissociated species close to the wall and 
the remainder of the flow field is chemically frozen. Analytic 
solutions of the diffusion equations have been obtained by several 
authors including Chambre and Acrivos [2], who considered the 
case of a flat plate, and Freeman and Simpkins [3|, who extended 
this to flow over a wedge. In obtaining these solutions it was 
assumed that, the layer in which diffusion occurs is thin compared 
with the boundary layer, and thus the analysis is strictly valid in 
the limit of Schmitt number (Sc) tending to infinity. Consistent 
with this assumption a Fage and Falkner velocity distribution 
without slip was used to determine the flow within the diffusion 
layer. 

In rarefied flows considerable velocity slip can occur in the 
vicinity of a leading edge, and under these circumstances an alter­
native to the linear Fage and Falkner variation of velocity can be 
used. Provided the Schmitt number and the slip velocity at the 
wall are both large, the velocity within the diffusion region will be 
approximately constant. Using this model the wall recombina­
tion heat transfer has been calculated and presented in this paper. 

Analysis 

The equation for the conservation of species, in a two-dimen­
sional flow, of an ideal dissociating gas comprised of a binary mix­
ture is 
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pu [- pv — 
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where a is the mass fraction of the dissociated constituent [4], 
As explained in the Introduction it is a valid assumption to con­
sider the gas to be chemically frozen. There is then no produc­
tion of species and wA is identically zero. 

The recombination rate at the wall will be assumed to be pro­
portional to the concentration, and the concentration gradient a t 
the wall will be given by Fick's law as 
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kw being the wall catalytic rate constant. 
Freeman [3] solved equation (1) together with those for momen­
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taken to be constant, and — « I. Under these condit ions the 0 = '—, and equat ion (8) becomes 
Pu, 3 

momen tum and energy equat ions are those of a chemically iner t 
<ras and are decoupled from the concentra t ion equat ion (1) which 
can be rewri t ten as 

d2Z_ 

a d 0 ' 
(9) 

d°-Z dZ r) ,. df dZ 
h Sc f Sc f — —-r = 0, 

d?)2 ' d?; d?7 d f w 

with (lie bounda ry condit ions 

\ - (f, 0) = fZ(f, 0), 

7AX, 1. 

Z is the reduced mass fraction — which for the frozen flow is —. 
ae a„ 

Equation (4) can be solved if we specify the velocity distribu­
tion within the diffusion layer, i.e., we feed in a solution to the de­
coupled momentum and energy equations. Adopting the Fage 
and Falkner approximation and including slip 

f(v) = v + I vT(0)- (o) 

This assumption implies that the diffusion layer is thin compared 
with the viscous layer, i.e., Sc » I.3 For the present analysis we 
will consider a boundary layer in which significant slip occurs, 

i.e., " = 0(1) and as f"(0) is also 0(1), the first term on the right-
ve 

hand side of (5) dominates as i] is small in the diffusion layer. 
In physical terms the present assumption implies that within 

the thin diffusion layer adjacent to the wall, the velocity is es­
sentially constant and equal to the slip velocity. This requires 
the slip velocity to be large, and thus the solution is asymptoti­
c-ally valid as the leading edge is approached. 

The value of 11, is needed for the calculation and is obtained 
from the boundary layer equation assuming Maxwellian slip, 
i.e., 

d« 

VPp dy 
(6) 

where <x = 

lion coefficient. 

; a being the tangent ia l m o m e n t u m accommoda-

Subs t i tu t ion of — 7; for f()j) in equa t ion (3), using equa t ion (6) 

. u . 
to el iminate — yields 

it, " 

where — 

Zm + 

Sc2o-

f 
A-,,,2 

(7) 

/"(0) and is assumed to be 

constant. 
The problem may be simplified by a further change of variables. 

If e = 7)f, equation (7) may be reduced to 

r-&z 
de2" 

1_ dZ 

a dp (8) 

Finally, the streamwise coordinate may be rescaled such that 

This is subject to the boundary conditions 

(10) 

when e = 0 from equation (4) and Z - * 1 at the leading edge. 

( ID 

The problem is now formally identical to that of lime-dependent 
diffusion in a half space and hence may be solved by the applica­
tion of Laplace transforms. 

If Z(P, e) is the Laplace transform of Z(d, e), then the trans­
form of equation (9), with equation (11) substituted, is 

fcT " PZ 

the solution of which is 

1 
Z = — + C exp ( -

1, 

(12) 

The constant C is eliminated by differentiating equation (12) 
and substituting the result into the transform of equation (10), 
and this yields 

Z = 
Zw fa 

J> \P exp 

Inve r t ing this, wi th the aid of the table of t ransforms edited by 
Erde ly i [6], gives 

Z 1 - Z„ exp 4a6 
e erfc 

2(a6)' 

(13) 

I t will be seen that at large values of e, with 9 finite, correspond­
ing to large distances from the wall, the solution is invalid, since 
equation (13) reduces to Z — 1 + tZw, which is impossible as 
Z <. 1. This failure is not surprising since the assumption that 
the velocity is constant, at its wall value, is obviously violated 
far from the wall. 

No such difficulty exists at the wall as e = 0; then equation 
(13) reduces to 

Z,„ = 
1 
4a0 \ '/*• 

TV 

(14) 

Discussion 
As the formulation of the present work is different from that 

preceding it, a direct comparison in terms of f or d is not possible. 
However, as the present analysis is concerned with wall concentra­
tion in a rarefied flow, it is appropriate to compare the solutions 
in terms of the viscous interaction parameter, F„. 

Equation (14) may be expressed as 

2,„ = 
10 Sc kj_ 

. 3 /"(0)o- RTW 

X 
1 Cmlxe 

TJ A2nw 

1/1 _1 do) 

3 For the case of no slip, Freeman [5] has compared this result with 
a more detailed analysis for Sc = 0(1) and shown that no serious 
error is introduced by using the Fage and Falkner approximation 
even when Sc ~ 0.5. It would appear that the method is insensitive 
to the requirement of Sc y> 1. 
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C' = 

Hid 

In order to compare the various solutions, it is necessary to 
assign suitable values to the quantities in equations (15) and (16). 
In the case of a cold, highly catalytic wall, these might have the 
values 

Freeman's results for a flat plate are presented as series solu-

tions in terms of — and — where 
K f 

K = - - S c / " ( 0 ) 

The streamwise coordinate may be expressed in terms of the 
viscous interaction parameter as 

K 

3 \ 3 

"I 
6Sc2 

7(0) 
kj 1 

(16) 

yl27M«.p»Ka 
= 1 and 

kw 
1. 

An adiabatic, weakly catalytic wall may be represented by 

C„fJ.epeue 1 . k,„ 1 

AtyHvPnii* 4 
and 

(RT„, 4 

The results for these two representative cases are compared in 
Figs. 1 and 2 where the effect of different accommodation coef­
ficients is also shown. If the reflection of incident molecules at 
the wall is completely diffuse a — 1, and if 30 percent of the 
molecules undergo specular reflection a — 2. I t will be seen 
that close to the leading edge (V„ large), the wall concentration 
predicted by the present theory is higher than that indicated in 
the earlier work, which is reasonable since one would expect the 
increased bulk motion produced by wall slip to enhance the con­
centration. Downstream (V^ small) the wall velocity becomes 
small and ceases to be representative of the velocity in the diffu­
sion region. Thus the neglect of those dissociated species trans-
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ported at the higher velocities which occur away from the wall 
causes the prediction of wall concentration to be too low. The 
present theory and that of Freeman are likely to be correct in the 
upstream and downstream limits, respectively, but both under­
estimate the wall concentration in the intermediate region. 

The effect of slip appears to be significant mainly in the rarefied 
regime corresponding to fairly large values of Fra. In this regime 
(lie present theory should be valid, since equation (1) in a funda­
mental gas dynamic conservation equation, and although boutid-
nry-layev-type transformations are employed to solve it, the 
boundary layer assumptions are not made. 

In the weakly catalytic wall ease, neglect of slip is not serious as 
the wall concentration does not fall much below its free stream 
value until Va < 0(1), which is the lower limit of applicability 
<if the present theory. However, in the highly catalytic wall 
ease, the difference is significant as the present theory provides 
estimates of wall concentration which are 20 percent greater than 
tho.-e obtained from continuum theory. The heat transfer 
arising from the recombination of the dissociated species at the 
wall in rarefied slip flow will be increased correspondingly and 
may be calculated from 

4 = PKkwhKoc„Zm (17) 

where hR is the energy of recombination, and Zw is evaluated from 
equation (15). 
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Sas Film Cooling—Effects of Coolant 
Flow Conditions 

GEORGE W. HAERING1 

GAS FILM cooling is the process of injecting a gas through dis­
crete holes or slots along a wall, to insulate that wall from a high-
temperature gas flow. This film persists for a distance down­
stream of the slot, its cooling effect gradually eroded by turbulent 
mixing with the high-temperature stream. The process finds 
application chiefly in localized high heat flux areas such as rocket 
nozzle throats, arcjets, hypersonic airbreathing engines, and 
-1 agnation regions. 

Since the problem is very complex, analytical prediction of 
even subsonic gas film cooling is in a primitive state. The same 
i-~ true of experimental prediction. A number of investigators 
have experimentally studied film cooling (or the related problem 
of film heating) of an adiabatic wall at negligible pressure 
srradient. References [ l ] 2 and [2] give reviews of these studies. 
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Each experimenter could find acceptable correlation for his own 
data, but one investigator's correlation generally fails when ap­
plied to other than his own data. This situation suggests im­
portant factors omitted in each. 

Reference [2] suggests that one such factor involves the geom­
etry of the injection slot. I t notes, as a result of examining data 
from several sources, that the effectiveness of film cooling is 
higher in those geometries with a large contraction ratio in the 
secondary fluid passage, prior to injection at the slot. The 
geometry of an injection slot is one of the simpler items to control 
in a design situation, and such an improvement would be valuable. 

A short series of tests to verify this geometry effect was under­
taken in an apparatus whose description follows. Ambient air 
of velocity about 117 ft/sec flows through a l-ft2-cross-section 
plexiglass duct. One wall of the square-cross-section duct con­
tains both a slot, facing the downstream direction and of uniform 
height, 0.21 in. and of length the entire 1 ft available, and thermo­
couples, mounted 0.03 in. from the smooth wall surface tempera­
ture. The backface of this wall is insulated to provide a uniform 
adiabatic surface. Fig. 1 clarifies the geometry involved. 
Secondary air, of variable flow rate, heated approximately 40 deg 
F above ambient, first, enters a plenum area and then flows 
through the slot and along the wall which is being shielded from 
the cooler mainstream. Reference [3] presents more complete 
details of the equipment, procedures and the resultant data. 

The width of the passage for the secondary gas immediately 
prior to injection through the slot is a prime variable in these 
tests, and the test equipment allowed the width of this passage 
to be set at 0.109, 0.465, or 2.5 in. (see Fig. 1) for a distance of 
2 ' / J in. upstream of the slot in the secondary passage. 

Fig. 2 shows the experimental results as the difference of wall 
and mainstream air temperature, uondimensionalized, with the 
ratio X/MS. Here X is the distance downstream from the slot, 
S is the slot height (0.21 in.), and M is the ratio of the mass 
velocity (density times velocity) of the secondary flow to that of 
the mainstream. At each of four M'a (nominally 0.3, 0.5, 0.7, 
and 0.95), data for the three secondary passage widths (0.109, 
0.465, and 2.50 in.) are presented. 

The data are in general accord with those of other experi­
menters. I t has become customary to correlate film protection 
data, in the first approximation, as the temperature ratio (pre­
sented in Fig. 2) set equal to A(X/MS)-"-a. A is a complicated 
function of turbulence, geometry, etc., which lies between 15 and 
25, according to various experimenters. The data of this study 
indicate the value for A of about 17. 

The experiments reveal the effect of passage width is negligible 
at M = 0.3, small at M = 0.5, larger at M = 0.7, and can be very 
significant at M = 0.95. However, excluding the case of the 
narrow passage, smaller than the slot, the effect is nowhere very 
great. 

A possible explanation for these trends follows. Gas film cool­
ing is basically a turbulent mixing problem. Reference [4] in­
dicates that eddy viscosity in the outer "wake" portion of a 
boundary layer scales as the boundary-layer thickness and as the 
outer-edge velocity in the constant-pressure case. The turbu­
lent Prandtl number does not vary greatly across a boundary 
layer, so this is also true of the eddy thermal conductivity. At 
least approximately this will be true in the boundary layers of 
the main and secondary streams. Neglecting other sources, 
which in any event are the same at constant M in these tests, the 
mainstream boundary layer will control the mixing process, since 
it is thicker (0.42 in.) and of higher outer-edge velocity. The 
boundary layers in the secondary stream should influence the 
mixing process only at high secondary velocity (large M) and at 
thick secondary boundary layers (produced by lack of accelera­
tion in the secondary stream, or small passage width). These 
are exactly the trends in Fig. 2. 

This is surely an oversimplification. Also important, may be 
the overall turbulence levels of both streams (as is shown in an 
introductory way in references [3] and [5]), the manner in which 

Journal of Heat Transfer AUGUST 1 97 0 / 553 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///ol.27


ported at the higher velocities which occur away from the wall 
causes the prediction of wall concentration to be too low. The 
present theory and that of Freeman are likely to be correct in the 
upstream and downstream limits, respectively, but both under­
estimate the wall concentration in the intermediate region. 

The effect of slip appears to be significant mainly in the rarefied 
regime corresponding to fairly large values of Fra. In this regime 
(lie present theory should be valid, since equation (1) in a funda­
mental gas dynamic conservation equation, and although boutid-
nry-layev-type transformations are employed to solve it, the 
boundary layer assumptions are not made. 

In the weakly catalytic wall ease, neglect of slip is not serious as 
the wall concentration does not fall much below its free stream 
value until Va < 0(1), which is the lower limit of applicability 
<if the present theory. However, in the highly catalytic wall 
ease, the difference is significant as the present theory provides 
estimates of wall concentration which are 20 percent greater than 
tho.-e obtained from continuum theory. The heat transfer 
arising from the recombination of the dissociated species at the 
wall in rarefied slip flow will be increased correspondingly and 
may be calculated from 

4 = PKkwhKoc„Zm (17) 

where hR is the energy of recombination, and Zw is evaluated from 
equation (15). 
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secondary fluid passage, prior to injection at the slot. The 
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taken in an apparatus whose description follows. Ambient air 
of velocity about 117 ft/sec flows through a l-ft2-cross-section 
plexiglass duct. One wall of the square-cross-section duct con­
tains both a slot, facing the downstream direction and of uniform 
height, 0.21 in. and of length the entire 1 ft available, and thermo­
couples, mounted 0.03 in. from the smooth wall surface tempera­
ture. The backface of this wall is insulated to provide a uniform 
adiabatic surface. Fig. 1 clarifies the geometry involved. 
Secondary air, of variable flow rate, heated approximately 40 deg 
F above ambient, first, enters a plenum area and then flows 
through the slot and along the wall which is being shielded from 
the cooler mainstream. Reference [3] presents more complete 
details of the equipment, procedures and the resultant data. 

The width of the passage for the secondary gas immediately 
prior to injection through the slot is a prime variable in these 
tests, and the test equipment allowed the width of this passage 
to be set at 0.109, 0.465, or 2.5 in. (see Fig. 1) for a distance of 
2 ' / J in. upstream of the slot in the secondary passage. 

Fig. 2 shows the experimental results as the difference of wall 
and mainstream air temperature, uondimensionalized, with the 
ratio X/MS. Here X is the distance downstream from the slot, 
S is the slot height (0.21 in.), and M is the ratio of the mass 
velocity (density times velocity) of the secondary flow to that of 
the mainstream. At each of four M'a (nominally 0.3, 0.5, 0.7, 
and 0.95), data for the three secondary passage widths (0.109, 
0.465, and 2.50 in.) are presented. 

The data are in general accord with those of other experi­
menters. I t has become customary to correlate film protection 
data, in the first approximation, as the temperature ratio (pre­
sented in Fig. 2) set equal to A(X/MS)-"-a. A is a complicated 
function of turbulence, geometry, etc., which lies between 15 and 
25, according to various experimenters. The data of this study 
indicate the value for A of about 17. 

The experiments reveal the effect of passage width is negligible 
at M = 0.3, small at M = 0.5, larger at M = 0.7, and can be very 
significant at M = 0.95. However, excluding the case of the 
narrow passage, smaller than the slot, the effect is nowhere very 
great. 

A possible explanation for these trends follows. Gas film cool­
ing is basically a turbulent mixing problem. Reference [4] in­
dicates that eddy viscosity in the outer "wake" portion of a 
boundary layer scales as the boundary-layer thickness and as the 
outer-edge velocity in the constant-pressure case. The turbu­
lent Prandtl number does not vary greatly across a boundary 
layer, so this is also true of the eddy thermal conductivity. At 
least approximately this will be true in the boundary layers of 
the main and secondary streams. Neglecting other sources, 
which in any event are the same at constant M in these tests, the 
mainstream boundary layer will control the mixing process, since 
it is thicker (0.42 in.) and of higher outer-edge velocity. The 
boundary layers in the secondary stream should influence the 
mixing process only at high secondary velocity (large M) and at 
thick secondary boundary layers (produced by lack of accelera­
tion in the secondary stream, or small passage width). These 
are exactly the trends in Fig. 2. 

This is surely an oversimplification. Also important, may be 
the overall turbulence levels of both streams (as is shown in an 
introductory way in references [3] and [5]), the manner in which 
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Fig. 2 Effects of coolant flow conditions (for clarity, the ordinate is a logarithmic scale, shifted upward a 
distance corresponding to a factor of 2 with each injection ratio) 

the acceleration affects their scale and intensity, and the general 
shape of the secondary-velocity profile, although in these tests 
this profile did not vary greatly. We may conclude, albeit quali­
tatively, that acceleration of the secondary stream can improve 
film cooling, especially as slot velocity increases. 
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Formulation of an Irradiation Factor 
Method for Surface Radiation Problems 

JAMES E. HITCHCOCK1 

Nomenclature 

. 1 = area 
Ei, = blaekbody emissive power 

/ = ratio of specular reflectivity to total reflectivity 
/''(, = diffuse view factor from surface k to surface i 

F ,..,' = diffuse-specular view factor from surface k to surface i 
with surface _/ emitting 

U r_ = irradiation factor for surface i with surface j emitting 
/,, = irradiation on surface i with surface j emitting 
J j , = radiosity factor for surface i with surface j emitting 

Q — heat transfer 
It 
T 

€ 

\ 
Pji 

Subscripts 

(I = diffuse 
s = specular 
X = monochromatic 

Introduction 

AN IRRADIATION factor method is formulated herein for an en­
closure of surfaces separated by a radiatively nonpartieipating 
medium. I t is assumed that the enclosure is subdivided into N 
surfaces such that the radiosity is uniform over each surface. In 
general, the surfaces are nongray, diffuse emitters and partially 
diffuse/partially specular reflectors. For nongray analyses, the 
temperature of each surface is assumed to be known, whereas, 
for gray analyses, either the temperature or the heat transfer at 
each surface may be specified. 

In previous analyses of problems in this class, the methods of 
solution were centered on radiosities [1-3],2 absorption factors 
[4], and dimensionless heat fluxes [5]. The present method of 
solution is centered on irradiations and utilizes irradiation 
factors. 

= radiosity 
= absolute temperature 
= absorptivity of surface i with surface j emitting 
= emissivity 
= wavelength 
= reflectivity of surface i with surface j emitting 
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Formulation 

The equation for the total energy per unit time incident on sur­
face i is borrowed from the literature; e.g., [1] 

liAt = £ RMAkF,kt; i = 1 , 2 , 3 . . . 
k = 1 

where the diffuse radiosity of surface k is given by 

R ,ik = «AA- + P,ikh 

(1) 

(2) 

and Fski, the diffuse-specular view factor,3 is the fraction of the 
diffuse energy leaving surface k which is incident on surface i 
directly and by specular reflections. Substituting R,U: from 
equation (2) into equations (1) 

fiAi= 12 I A ' 1 / . i - i + P,uM/,i-il (3) 

Now assume, as was done in [2], that only the jlh surface of the 
enclosure is emitting; i.e., Ebk = 0 for k ^ j . Equations (3) lie-
come 

M t + X) IjiAtPijkF.ki1 (4) 
k = l 

Observe that the energy incident on surface i with surface j 
emitting, [jtA ,, consists of energy emitted by surface,/ which goes 
directly and by specular reflections to surface i plus energy 
emitted by surface j which is incident on surfaces k, is reflected, 
and then goes directly and by specular reflections from surfaces k 
to surface i. Next, an irradiation factor is defined by 

H = • 
EbjAj 

:">) 

In words, the irradiation factor, Hj:, is the ratio of the energy 
actually emitted by surface j which is eventually incident on 
surface i to the energy surface j would emit if it were a blaekbody. 
Dividing equations (4) through by EbjAj and introducing the 
irradiation factor, equations (4) become 

Hu = e,F, 2 ^ H jkPilikFsl 
k = l 

(6) 

Equations (6) are solved simultaneously for the irradiation fac­
tors by any of a number of available methods; e.g., gaussian 
elimination, determinants, matrix inversion, or any iteration 
technique. Then, the heat transfer at surface i is given hx the 
difference between the energy absorbed by surface i (sum of con­
tributions with surfaces j emitting one at a time) and the energy 
emitted by surface i. 

(7) 

The diffuse-specular view factors, Faki', in equations (6) are func­
tions of geometry and specular reflectivities [1], For an en­
closure of all diffuse surfaces, Fski' reduce to ordinary diffuse view 
factoi's, Fki. The total surface properties required in equations 
(6) and (7) are determined from monochromatic surface property 
data: 

/ . " 
t\kEbu-d\ 

J Ebud\ 
Jo 

(8) 

! Exchange factor, EAk—'U, ™ reference [1]. 
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Ei, = blaekbody emissive power 

/ = ratio of specular reflectivity to total reflectivity 
/''(, = diffuse view factor from surface k to surface i 

F ,..,' = diffuse-specular view factor from surface k to surface i 
with surface _/ emitting 

U r_ = irradiation factor for surface i with surface j emitting 
/,, = irradiation on surface i with surface j emitting 
J j , = radiosity factor for surface i with surface j emitting 

Q — heat transfer 
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AN IRRADIATION factor method is formulated herein for an en­
closure of surfaces separated by a radiatively nonpartieipating 
medium. I t is assumed that the enclosure is subdivided into N 
surfaces such that the radiosity is uniform over each surface. In 
general, the surfaces are nongray, diffuse emitters and partially 
diffuse/partially specular reflectors. For nongray analyses, the 
temperature of each surface is assumed to be known, whereas, 
for gray analyses, either the temperature or the heat transfer at 
each surface may be specified. 

In previous analyses of problems in this class, the methods of 
solution were centered on radiosities [1-3],2 absorption factors 
[4], and dimensionless heat fluxes [5]. The present method of 
solution is centered on irradiations and utilizes irradiation 
factors. 

= radiosity 
= absolute temperature 
= absorptivity of surface i with surface j emitting 
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= reflectivity of surface i with surface j emitting 
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Formulation 

The equation for the total energy per unit time incident on sur­
face i is borrowed from the literature; e.g., [1] 

liAt = £ RMAkF,kt; i = 1 , 2 , 3 . . . 
k = 1 

where the diffuse radiosity of surface k is given by 

R ,ik = «AA- + P,ikh 

(1) 

(2) 

and Fski, the diffuse-specular view factor,3 is the fraction of the 
diffuse energy leaving surface k which is incident on surface i 
directly and by specular reflections. Substituting R,U: from 
equation (2) into equations (1) 

fiAi= 12 I A ' 1 / . i - i + P,uM/,i-il (3) 

Now assume, as was done in [2], that only the jlh surface of the 
enclosure is emitting; i.e., Ebk = 0 for k ^ j . Equations (3) lie-
come 

M t + X) IjiAtPijkF.ki1 (4) 
k = l 

Observe that the energy incident on surface i with surface j 
emitting, [jtA ,, consists of energy emitted by surface,/ which goes 
directly and by specular reflections to surface i plus energy 
emitted by surface j which is incident on surfaces k, is reflected, 
and then goes directly and by specular reflections from surfaces k 
to surface i. Next, an irradiation factor is defined by 

H = • 
EbjAj 

:">) 

In words, the irradiation factor, Hj:, is the ratio of the energy 
actually emitted by surface j which is eventually incident on 
surface i to the energy surface j would emit if it were a blaekbody. 
Dividing equations (4) through by EbjAj and introducing the 
irradiation factor, equations (4) become 

Hu = e,F, 2 ^ H jkPilikFsl 
k = l 

(6) 

Equations (6) are solved simultaneously for the irradiation fac­
tors by any of a number of available methods; e.g., gaussian 
elimination, determinants, matrix inversion, or any iteration 
technique. Then, the heat transfer at surface i is given hx the 
difference between the energy absorbed by surface i (sum of con­
tributions with surfaces j emitting one at a time) and the energy 
emitted by surface i. 

(7) 

The diffuse-specular view factors, Faki', in equations (6) are func­
tions of geometry and specular reflectivities [1], For an en­
closure of all diffuse surfaces, Fski' reduce to ordinary diffuse view 
factoi's, Fki. The total surface properties required in equations 
(6) and (7) are determined from monochromatic surface property 
data: 

/ . " 
t\kEbu-d\ 

J Ebud\ 
Jo 

(8) 

! Exchange factor, EAk—'U, ™ reference [1]. 
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i; 
3/ 

auhjkdX 

s; I\jl;d\ 

and 

pjk = 1 - aJk 

psik = fpjk, 0 < / < 1 

Pdik = ( i - DPik 

(9) 

(10) 

(11) 

(12) 

w h e r e / i s a s s u m e d here to be i n d e p e n d e n t of w a v e l e n g t h . 

Var ious a p p r o x i m a t e m e t h o d s can b e used t o d e t e r m i n e t h e a b -

sorp t iv i t i es defined by e q u a t i o n s (9), wh ich can be r e w r i t t e n as 

J o 
au-H\jkEb\jd\ 

r 
J o 

(13) 

H\jkEi,\jdX 

I n t h e g r a y ana lys i s , ct\k is a s s u m e d t o b e i n d e p e n d e n t of w a v e ­

length . C o n s e q u e n t l y , aJk = eb(Tk). I n t h e s emi -g ray ana lys i s 

[0), H\j); is a s s u m e d t o be i n d e p e n d e n t of w a v e l e n g t h ; i.e., t he 

i r rad ia t ion on surface k is a s s u m e d to h a v e t h e b l a c k b o d y dis­

t r i bu t i on e v a l u a t e d a t t h e t e m p e r a t u r e of surface j . C o n s e ­

quen t ly , ajk = et(Tj). A b e t t e r a p p r o x i m a t i o n is to a s s u m e 

that H\j/- is p r o p o r t i o n a l to e\j; i.e., t h e i r r ad i a t i on on surface A: is 

a s sumed to h a v e t h e a c t u a l emiss ive power d i s t r i bu t i on of surface 

j . Of course, a m u l t i p l e - b a n d ana lys i s can also b e used , w h e r e t h e 

surfaces a re a s s u m e d to be g r a y w i th in each b a n d . I n th i s 

m e t h o d e q u a t i o n s (6) a n d (7) a re so lved for each b a n d (Ebj in 

e q u a t i o n (7) would be the b l a c k b o d y emiss ive power of s u r f a c e / 

in a b a n d ) , a n d the t o t a l h e a t t ransfer a t surface i wou ld be t h e 

s u m of the con t r i bu t i ons of each b a n d . 

In g r ay ana lyses , e i ther the t e m p e r a t u r e or the h e a t t ransfer a t 

each surface m a y be specified w i th minor modif ica t ions to the 

foregoing e q u a t i o n s . A s s u m e t h a t in a n enc losure t h e t e m p e r a ­

tu re is k n o w n for surfaces 1 t h r o u g h M a n d the h e a t t ransfer is 

k n o w n for surfaces M + 1 t h r o u g h N. E q u a t i o n s (6) r e m a i n t h e 

same, bu t the surfaces k, M + 1 < k < N, a re t r e a t e d as perfect 

reflectors except w h e n t h e y a re e m i t t i n g . Specifically, the 

a c t u a l specu la r ref lect ivi ty, p,ik, is used, b u t the diffuse reflec­

t iv i ty is g iven by pdjk = 1 — psjk(ajk = ek = 0) , except when 

k = / . T h u s , t he re is h e a t t ransfer a t surfaces A', M -f 1 < A' < 

A', only w h e n t h e y a re e m i t t i n g . T h e u n k n o w n va lues of Q„ 

1 < ' < M, a r e g iven b y 

Q, 
J = I 

Hiti,-
' A ' 

Qj - eiEbiAi (14) 

Tl ie t e rms in t h e first s u m m a t i o n of e q u a t i o n (14) a re the s a m e 

as llio.se in e q u a t i o n (7) (a,-,- = e, for th is g r a y ana lys i s ) . Hjfit/ 

(Hjj — l)e,- in the second s u m m a t i o n of e q u a t i o n (14) is t h e 

ra t io of the ene rgy abso rbed b y surface i to the h e a t t ransfer a t 

surface / w h e n surface / is e m i t t i n g . T h u s , the t e r m s in the 

second s u m m a t i o n a re the c o n t r i b u t i o n s of the known h e a t -

t ransfer surfaces to the ene rgy abso rbed by surface i. F o r 1 < i 

< M and \ <j <M 

M 

E Hit, = *j (13) 

and 

A f l ^ A,Hiiei (16) 

Using e q u a t i o n s (16), e q u a t i o n (14) can be w r i t t e n in a more 

conven ien t form as 

Q, = £ EnAiHifr 
Hjfr 

l ) e y 
Qi ~~ tiEuAi (17) 

T h e u n k n o w n va lues of Ebh M -f- 1 < i < N, can also be de­

t e r m i n e d us ing e q u a t i o n (14). Solving e q u a t i o n (14) ex­

pl ic i t ly for Ebi 

Ebi = 
1 

M 

£ EbjAjHj, 
3 = 1 

+ H< 
iV 

= M + 1 {Hjj ~ 1)6; ' _ 
•Q, 

1L 
e,A; (18) 

T h e b r a c k e t e d q u a n t i t y in e q u a t i o n (18) is the t o t a l ene rgy in­

c iden t on surface i, It At. I n e q u a t i o n s (17) a n d (18), o m i t the 

t e r m s r e p r e s e n t i n g the con t r ibu t ions of surfaces / when ey = 0. 

Observations 

All m e t h o d s which h a v e been p resen ted for the solut ion of 

p r o b l e m s in this class a re , of course, r e l a t ed . Howeve r , upon 

close examina t ion , t h e r e a re p rac t i ca l differences. 

1 T h e p r inc ipa l e q u a t i o n s in t h e p r e s e n t fo rmula t ion , equa­

t ions (6) a n d (7), a re easily r e m e m b e r e d because t h e y h a v e a 

s imple phys ica l i n t e r p r e t a t i o n . T h e s a m e can be said for ihe 

absorp t ion- fac to r m e t h o d [4], b u t i t c a n n o t b e used in nongray 

ana lyses . T h e d imeus iouless h e a t flux e q u a t i o n s [5], correspond­

ing to e q u a t i o n s (6) , h a v e no s imple phys ica l i n t e r p r e t a t i o n . Tim 

pr inc ipa l e q u a t i o n s in the rad ios i ty m e t h o d [ 1 - 3 ] , wr i t t en in 

forms s imi lar to e q u a t i o n s (6) a n d (7), a p p e a r as follows: 

k = l 
' l i ) j 

a n d 

EbjAjJ^jjOji __ (p,,n + au)tiEbiAi 

Pan Pan 

where a r ad ios i ty factor , J an, is defined b y 

J dj i — T.I . r j | ) 

E q u a t i o n s (19) a re c o m p a r a b l e to e q u a t i o n s (6), b u t e q u a t i o n (20) 

is n o t qu i t e as s imple as equa t ion (7). 

2 I n the p re sen t m e t h o d , no special provis ions need to be 

m a d e for the l imi t ing case of a = 1 for one or m o r e surfaces, 

which m a k e s it convenien t to inves t iga te this l imi t . If a.: = 

l(p,iji = 0) in the rad ios i ty m e t h o d , e q u a t i o n (20) is indeter ­

m i n a t e , a n d one m u s t r e so r t aga in to ca lcu la t ing t h e i r radia t ion on 

surface i, which involves a n add i t i ona l s u m m a t i o n . 

3 T h e p r e s e n t m e t h o d read i ly incorpora te s diffuse-specular 

surfaces , a p p r o x i m a t e n o n g r a y m e t h o d s of d e t e r m i n i n g abso rp -

t ivi t ies , a n d k n o w n hea t - t r ans fe r b o u n d a r y condi t ions in g ray 

surface p rob l ems . 

4 T h e i r r ad ia t ion factors , Hjt, a re re la ted to the total-ex­

change a reas , SjS,- [2] ( formerly A ,-Sjj), b y 

SjS; = AjSji AiHi (22; 
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ion-Newtonian Boundary Layer Separation 
Induced by Mass Injection 

K. H, KIM,1 J. C. MULLIGAN,2 and M. N. OZISIK3 

Nomenclature 

C = 

a* = 
c„ = 
/ = 
i. = 
N = 

He = 
u = 

,'/ 
V 

v 

i„,. 

dimensionless injection velocity for Newtonian flow 
dimensionless injection velocity for non-Newtonian flow 
dimensionless drag coefficient 
dimensionless stream function 
length of flat plate 
non-Newtonian power-law exponent 
t'To52-A'j^A7'*'o, Reynolds number 
velocity component in x direction 
mainstream velocity-
velocity component in y direction 
injection velocity 
coordinate along the surface 
coordinate normal to the surface 
dimensionless similarity variable 
stream function 
kinematic viscosity 
non-Newtonian viscosity coefficient 
local shear stress 

introduction 

One of the most interesting and recondite considerations of 
boundary layer flow is the separation singularity which results 
with mass injection at the surface. The boundary layer equa­
tions fail, mathematically, when the rate of fluid injection is suf­
ficiently large. Physically, this represents a separation of the 
boundary layer from the surface. Numerical investigations have 
generally been successful in showing this separation on a porous 
flat surface oriented parallel with the flow, even though the main­
stream flow is uniform. 

The classical work of Schlichting and Bussmann [ l ] 4 showed 
that it is possible to generalize the Blasius solution for uniform 
Newtonian flow past a semi-infinite plate to account for certain 
distributions of suction and injection. This was done by repre­
senting the boundary condition at the surface as 

/(0) = C (1) 

instead of/(0) = 0, where / i s the Blasius stream function. The 
normal component of the velocity at the surface is then given by 
the relation 

= -~C(i>UJ2x)1'"- (2) 

where a positive value of C corresponds to suction and a negative 
value to injection. The numerical solutions of Schlichting and 
Bussmann [1], Iglisch [2], Thwaites [3], Lessen [4], and Lock [5] 
all demonstrate the separation singularity which develops in the 
boundary layer equation at a certain negative value of C. Em­
mons and Leigh [6] presented extensive numerical calculations 
and found that, separation occurs when C = —0.87574. Gross et 
al. [7] report, essentially, this same value of C. 

Many fluids cannot be represented by the classical Newtonian 
constitutive equation but can, however, be approximately de­
scribed by a power-law of the form 

r „ = vo (S)' (3) 

The flow characteristics of these fluids are important because it 
has been shown that significant reductions in drag occur. The 
studies of Thompson and Snyder [8], Kim and Eraslan [9], and 
Scott and Krall [10] all demonstrate a further reduction in drag 
obtained by fluid injection. None of these investigations, how­
ever, demonstrates the separation singularity for non-Newtonian 
fluids. 

The present work is concerned with the determination of the 
dimensionless injection velocity, C*, which is required for the 
boundary layer separation of an incompressible power-law fluid 
flowing across the surface of a porous flat plate, defined in car­
tesian coordinates as the plane a; > 0, y = 0. 

Analysis 

The equations which describe the two-dimensional, steady, 
boundary layer flow of an incompressible power-law fluid with 
constant properties are 

du d« 
1 = o 

dx dy 

•m-m-^mu" 
with the boundary conditions 

u(x, 0) = 0 

v(x, 0) = vjx) 

lim u(x, y) = Um = constant, 

A similarity reduction of these equations yields 

1 

(4) 

/'" + IN(N + 1). 
f(f"y-x = 0 

with 

/(0) = C* 

f'(fi) = o 

lim/'(77) = 1 

where the similarity variables are defined as 

y \ 1 + Ar / x 
l ie , L 

' 1+A7 

and 

/(>,) = #(x, y) Re U„L 

(60) 

(6b) 

(6c) 

(7) 

(8a) 

(86) 

(8c) 

(9) 

(10) 

The velocity components « and v are given in terms of the 
similarity variables as 
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and 

v Re 
1 + Ar x 

'- = f'(v) 

iV+1 1 

JJ A + l 

The injection velocity is then described by the relation 

A U G U S T 1 9 7 0 

(U) 

Ivf'(V) - f(v)\ (12) 
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A< + f 
Ile I -

' T+lv 
(13) 

For Newtonian flow, the power-law exponent is unity and the 
similarity injection velocity C* reduces to C\/2. 

The dimensionless drag coefficient for the plate is defined as 

CD " ih I Cn = —T^ I (Txv),„dx 
0 

Carrying out the integration gives 

l _ 
CD = (1 + A ' ) R e l+N\f"{())V 

(H) 

(15) 

Here we note that the drag coefficient CD becomes zero when/" (0) 
becomes zero provided that the power-law exponent, N, is dif­
ferent from zero. 

Equation (7), with the boundary conditions (8), was solved 
numerically using a fourth-order Runge-Kutta method with par­
ticular attention to computations of the injection velocity, C*, for 
whieh/"(0) vanishes for iV less than and greater than unity. 

Results and Discussion 

The quan t i t y / " (0 ) is shown plotted versus —C* in Fig. 1. I t 
can be seen that the drag reduces to zero very abruptly with an 
increase in — C* for values of N > 1. For values of A* < 1, how­
ever, it takes a significantly greater injection rate to cause separa­
tion. The variation of the critical injection rate with the power-
law exponent, A", is shown in Fig. 2. The results are seen to be 
in good agreement with those of Emmons and Leigh [6] and Gross, 
e ta l . [7], for A" = 1. 

The accuracy of the computations is difficult to evaluate since 
the critical injection rate appears as an excluded singularity and 
can only be approached numerically. The critical injection rates 
reported here correspond to a value o f / " ( 0 ) generally less than 
10~6, with a boundary condition mismatch of less than 1 per­
cent. Thus it is believed the above results are accurate to 
within ±0.0001 for A' < 1 and ±0.001 for N > 1. 
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LOCKE'S [ l ] 2 maximum-slope method for the reduction of test 
data in transient matrix heat-transfer testing has been extended 
by one of the present authors [2] from the case of a step change 
to that of an "arbitrary" upstream fluid-temperature change. 
Wheeler [3] has recently found and reported that a heater-flow 
system has a temperature rise which is approximately exponen­
tial. Denoting as in reference [2] the normalized upstream fluid-
temperature change by g(fi), where fJ. stands for the "free t ime" 
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Table 1 M a x i m u m slopes for var ious heater t ime constants in de 
oendence of Ntu 

%\ 
s.0 

o 

4.0 

4.5 

5.0 

5,5 

o.O 

(>.5 

7.(1 

7.5 

sM 

* • > 

9.0 

9.5 

10.0 

15.0 

20.0 

30.0 

55.0 

0.00 

.5766 

.6059 

.6321 

,6603 

.6880 

.7151 

,7414 

.7670 

.7919 

.8!ol 

.8397 

.8627 

.8852 

.9072 

.9280 

1.1215 

1.2862 

1.5649 

1.6872 

0.02 

.5764 

.6036 

.6318 

.6600 

.6876 

.7146 

.7409 

.7664 

.79 12 

.8154 

.8390 

.8619 

.8843 

.9062 

.9276 

1.1197 

1.2836 

1.5602 

1.6812 

0.04 

.5757 

.6028 

.6309 

.6589 

.6864 

.7132 

,7393 

.7646 

.7893 

.8133 

.8366 

.8594 

.8816 

.9033 

.9245 

1.1143 

1.2755 

1.5460 

1.6636 

0.06 

.5746 

.6013 

.6292 

.6569 

.6842 

.7108 

.7366 

.7617 

.7860 

.8097 

.8328 

.8552 

.8771 

.8985 

.9193 

1.1055 

1.2627 

1.5241 

1.6369 

0.08 

.5731 

.5998 

.6268 

.6542 

.681 1 

.7074 

.7328 

.7575 

.7815 

.8048 

.8275 

.8495 

.8710 

.8919 

.9123 

1.0939 

1.2460 

1.4966 

1.6037 

0.10 

.5711 

.5966 

.6237 

.6508 

.6773 

.7030 

.7281 

.7523 

.7759 

.7987 

.8209 

.8424 

.8634 

.8838 

.9037 

1.0800 

1.2265 

1.4655 

1.5668 

0.20 

.5506 

.5745 

.5995 

.6242 

.6482 

.6714 

.6937 

.7153 

.7361 

.7561 

.7755 

.7942 

.8123 

.8299 

.8470 

.9944 

1.1126 

1.2971 

1.3725 

0.30 

.5225 

.5455 

.5682 

.5906 

.6121 

.6327 

.6524 

.6715 

.6894 

.7068 

.7235 

.7596 

.7551 

.7700 

.7845 

.9071 

1.0025 

1.1470 

1.2046 

0.40 

.4942 

.5155 

.5366 

.5568 

.576(1 

.5944 

.6118 

.6284 

.6442 

.6593 

.6738 

.6877 

.7010 

.7138 

.7262 

.8294 

.9079 

1.0240 

1.0694 

0.50 

.4676 

.4875 

.5068 

.5251 

.5424 

.5588 

.5743 

.5890 

.602') 

.6162 

.6288 

.6409 

.6525 

.6686 

.6743 

.7623 

.8281 

.9287 

.9605 

(see equation (8) of reference [2]) one has, according to Wheeler 

g(ix) = 1 - exp{-n/nH) (1) 

for the case that the test matrix is heated. In equation (1) fxH 

denotes (in free-time units) the heater time constant. The 
present authors have used an existing computer program which is 
described in reference [4] to compute a table of maximum-slope 
values, for Ar,„ values from 3.0 to 35.0, and for heater time con­
stants from 0.0 to 0.50. I t is believed that Table 1 may be of use 
in transient heat-transfer test data reduction. 
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Nomenclature 
A = cross-sectional area of tube 
cp = constant-pressure specific heat 
/) = tube diameter 

Or = Grashof number, p,-yjiw(Tw — TAR-'/p.'1 

g = acceleration of gravity 
k = thermal conductivity 

2(1 -
Nu arithmetic mean Nusselt number, 

' s ( l 

Nu, 

P 

local Nusselt number, -

pressure 

dimensionless pressure, 

-2 — 

1 (p + PJ/z 

pvj 
Pr = Prandtl number, cpfi/k 

r = radial coordinate, 
f = dimensionless radial coordinate, r/R 

R = tube radius 
lie = Reynolds number, pvmR/p 
T = temperature 
U = dimensionless axial velocity, vjvm 

v,„ = mean axial velocity 
i>r = radial velocity 
vz = axial velocity 
V = dimensionless radial velocity, Re Pr vr/vm 

iv = mass flow rate 
z = axial coordinate 

z — dimensionless axial coordinate ———-
Re Pr 

j3 — coefficient of volumetric expansion 
0 = dimensionless temperature, (T — TW)/(T, 
p. = viscosity 
p = density 

Subscripts 

m 
inlet 
mean 
wall 

T H E problem of combined free and forced laminar convection in 
a vertical tube with constant wall temperature has been the sub­
ject of investigation for a number of years. Of interest here is 
the case where the fluid enters the heat-transfer section with a 
fully developed velocity profile and is heated in upflow (or cooled 
in downflow) due to a sudden change in wall temperature from 
one fixed value to another fixed value (i.e., the wall temperature 
profile is a step function). 

Martinelli and Boelter [ l ] 3 initially attacked this problem in 
1942 and Pigford [2] and Rosen and Manratty [3] followed later 
with solutions which also included a temperature-dependent vis­
cosity. However, all of these analyses are approximate and 
none of the methods can accurately predict velocity and tem­
perature profiles ov local Nusselt numbers. The purpose of this 
note is to present some results for the problem with constant 
viscosity which were obtained from a numerical solution. 

For steady-state flow and heat transfer, negligible axial dif­
fusion of heat and momentum, constant properties except for 
density in the body force term in the momentum equation, pres­
sure a function of axial distance only, and no viscous dissipation, 
the continuity, momentum, and energy equations become 

• - £ 

dr 

) -

+ ~- + 
r 

dz 
= 0 (1) 

(2) 
dp 

- + M 
1 dv, d>v, 

r dr d)'2 pg 
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.9944 

1.1126 

1.2971 

1.3725 

0.30 

.5225 

.5455 

.5682 

.5906 

.6121 

.6327 

.6524 

.6715 

.6894 

.7068 

.7235 

.7596 

.7551 

.7700 

.7845 

.9071 

1.0025 

1.1470 

1.2046 

0.40 

.4942 

.5155 

.5366 

.5568 

.576(1 

.5944 

.6118 

.6284 

.6442 

.6593 

.6738 

.6877 

.7010 

.7138 

.7262 

.8294 

.9079 

1.0240 

1.0694 

0.50 

.4676 

.4875 

.5068 

.5251 

.5424 

.5588 

.5743 

.5890 

.602') 

.6162 

.6288 

.6409 

.6525 

.6686 

.6743 

.7623 

.8281 

.9287 

.9605 

(see equation (8) of reference [2]) one has, according to Wheeler 

g(ix) = 1 - exp{-n/nH) (1) 

for the case that the test matrix is heated. In equation (1) fxH 

denotes (in free-time units) the heater time constant. The 
present authors have used an existing computer program which is 
described in reference [4] to compute a table of maximum-slope 
values, for Ar,„ values from 3.0 to 35.0, and for heater time con­
stants from 0.0 to 0.50. I t is believed that Table 1 may be of use 
in transient heat-transfer test data reduction. 
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Nomenclature 
A = cross-sectional area of tube 
cp = constant-pressure specific heat 
/) = tube diameter 

Or = Grashof number, p,-yjiw(Tw — TAR-'/p.'1 

g = acceleration of gravity 
k = thermal conductivity 

2(1 -
Nu arithmetic mean Nusselt number, 

' s ( l 

Nu, 

P 

local Nusselt number, -

pressure 

dimensionless pressure, 

-2 — 

1 (p + PJ/z 

pvj 
Pr = Prandtl number, cpfi/k 

r = radial coordinate, 
f = dimensionless radial coordinate, r/R 

R = tube radius 
lie = Reynolds number, pvmR/p 
T = temperature 
U = dimensionless axial velocity, vjvm 

v,„ = mean axial velocity 
i>r = radial velocity 
vz = axial velocity 
V = dimensionless radial velocity, Re Pr vr/vm 

iv = mass flow rate 
z = axial coordinate 

z — dimensionless axial coordinate ———-
Re Pr 

j3 — coefficient of volumetric expansion 
0 = dimensionless temperature, (T — TW)/(T, 
p. = viscosity 
p = density 

Subscripts 

m 
inlet 
mean 
wall 

T H E problem of combined free and forced laminar convection in 
a vertical tube with constant wall temperature has been the sub­
ject of investigation for a number of years. Of interest here is 
the case where the fluid enters the heat-transfer section with a 
fully developed velocity profile and is heated in upflow (or cooled 
in downflow) due to a sudden change in wall temperature from 
one fixed value to another fixed value (i.e., the wall temperature 
profile is a step function). 

Martinelli and Boelter [ l ] 3 initially attacked this problem in 
1942 and Pigford [2] and Rosen and Manratty [3] followed later 
with solutions which also included a temperature-dependent vis­
cosity. However, all of these analyses are approximate and 
none of the methods can accurately predict velocity and tem­
perature profiles ov local Nusselt numbers. The purpose of this 
note is to present some results for the problem with constant 
viscosity which were obtained from a numerical solution. 

For steady-state flow and heat transfer, negligible axial dif­
fusion of heat and momentum, constant properties except for 
density in the body force term in the momentum equation, pres­
sure a function of axial distance only, and no viscous dissipation, 
the continuity, momentum, and energy equations become 

• - £ 

dr 

) -

+ ~- + 
r 

dz 
= 0 (1) 

(2) 
dp 

- + M 
1 dv, d>v, 

r dr d)'2 pg 

3 Numbers in brackets designate References at end of Technical 
Brief. 
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/ ST 
p c , [ v r — 

bT \ / I d ? ' d 2 r 

' bz \r br dr2 (3) 

In addition, since there are 3 equations with 4 unknowns, the 
continuity integral 

L w = I pv/lA 
'A 

( 4 ) 

is necessary to obtain a solution. Noting symmetry about the 
tube axis, the boundary conditions are 

v,(r, 0) =v2!),„[l - (r/im 

vz(R, z) = vr(R, z) = 0 

T(r, 0) = T; 

T(R, z) = Tw (z > 0) 

bvz 
- ^ (0, z) 
br or 

(0, z) = 0 

p(0) = 0 

(5) 

Assuming a linear variation of density with temperature in the 
body force term in equation (2), and expressing equations ( l ) -(4) 
in nondimensional form, yields 

bV 

of 

V dU — + — = 0 
r bz 

( 6 ) 

1 

Pr 
v — + u — 

or oz 

(IP 1 bU b*U Gr . , % 

dz r br br'1 lie 

be be v— + u — 
br bz 

1^1 ^§ 
r br br2 

— = I fUdf 2 Jo 

(8) 

(9) 

(10) 

with the boundary conditions 

U(r,0) = 2 [1 - f2} 

(1(1, z) = F ( l , z) = 0 

B(f, 0) = 1 

0(1, z) = 0 (z > 0) 

bU be 
— (0, z) = — (0,1) = 0 
or or 

P(0) = 0 

From equations (6)-(9) it is apparent that the dependent 
variables—U, V, 6, and P— are functions of f and z with Gr /Re 
and Pr as parameters. This coupled system of equations was 
solved numerically using a modification of the numerical proce­
dure of Osterle and Bodoia [4, o]. Additional details of the solu­
tion are available elsewhere [6]. 

A comparison of the arithmetic mean Nusselt number Nuom of 
Martinelli and Boelter with the present investigation for Gr /Re 
= 120 is given in Fig. 1. Since Martinelli and Boelter neglected 
the inertia terms in the momentum equation, their results should 
compare most favorably with large Prandtl-number solutions. 
As may be seen in Fig. 1, the agreement between their results for 
Gr /Re = 120 and the present investigation for Pr = 1000 and 
Gr /Re = 120 is good with a maximum difference in Nua m of less 
than 10 percent. However, for Pr = 1 and Gr /Re = 120 the 
agreement is poor with differences of up to 30 percent. 

In order to show the effect of the parameter Gr /Re on N u „ „ 
two additional solutions are presented in Fig. 1: Pr = 1, Gr /Re 
= 60 and Pr = 1000, Gr /Re = 60. Comparing these curves 
with the corresponding Gr /Re = 120 values, it will be noted that, 
for given Pr, an increase in Gr /Re results in an increase in Nu„,„. 
The Graetz solution is also given in Fig. 1 which, for Pr = 1000 
and Gr /Re = 120, shows that free convection increases Nu„m by 
as much as 52 percent. 

Typical developing dimensionless axial-velocity profiles for 
Pr = 1 and Gr /Re = 120 are shown in Fig. 2. The fluid 
enters the heat-transfer section with a fully developed velocity 
profile. As the fluid is heated, a decrease in density near the wall 
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Fig. 2 Typical developing dimensionless axial-velocity profiles 
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Fig. 3 Typical developing dimensionless temperature profiles 

is accompanied by a corresponding increase in the buoyant force, 
and the velocity near the wall increases, e.g., compare the curves 
for z = 0 and z = 0.020. The velocity profiles continue to de­
viate from the originally parabolic profile until, at z = 0.102, the 
deviation is a maximum, and the centerline velocity at this point 
is a minimum. As z continues to increase, the velocity distribu-

12 

10 

Nuz
 6 

Graetz 
Solution 

.04 .08 .12 .16 .20 

Fig. 4 Typical behavior of the local Nusselt number near the point of 
maximum velocity-profile distortion 

lion reapproaches a fully developed profile as the fluid tempera­
ture asymptotically approaches the wall temperature. For 
example, at z = 0.5, the centerline velocity has reached a value 
of 1.56 compared to the fully developed value of 2.0. Numerical 
calculations showed that the degree of velocity profile distortion 
increases with increasing Gr/Re. The velocity profile which 
shows maximum deviation from a parabolic distribution, as evi­
denced by a minimum centerline velocity, will be referred to as 
the condition of maximum velocity profile distortion. 

Typical developing dimensionless temperature profiles, corre­
sponding to the velocity profiles given in Fig. 2, are shown in Fig. 
3. Starting from an initial value of 1.0, 8 asymptotically ap­
proaches a value of zero as the fluid temperature approaches the 
wall temperature. For z = 0.5, the centerline dimensionless tem­
perature has been reduced to a value of 0.119. 

A very interesting result which was obtained is shown in Fig. 4. 
Near the point of maximum velocity profile distortion, the local 
Nusselt number Nu. shows an increase with increasing axial dis­
tance. This unusual behavior may be explained by noting that 
the slope of the velocity profile at the wall, which significantly in­
fluences the heat transfer, continually increases until the point of 
maximum profile distortion is reached (compare the slopes in 
Fig. 2). Numerical calculations indicated that this increase in 
Nil; becomes more pronounced with increasing Gr /Re but ap­
pears to decrease with increasing Pr. 
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Temperature Charts for Simple Shapes in a 
Linearly Changing Environment 

A. M. POINDEXTER1 

Nomenclature 

Bi = dimensionless conductance, Biot num­
ber 

Fo = dimensionless time, Fourier modulus 
c = specific heat of solid 
g = rate of increase of environment tem­

perature 
h = surface convection coefficient 
k = thermal conductivity of solid 
ie = environmental temperature at time & 
Is = surface temperature of solid at time 6 
la = central temperature of solid at time 6 
a = thermal diffusivity of solid 
<5 = plate half-thickness, radius of cylinder 

or radius of sphere 
p = density of solid 
6 = time after start of transient 

h8/k 
ad/5'' 
(Btu/lb, 'F) 

( °F /hr ) 
(Btu/hr-fl2 , 
(Btu/hr-ft, ' 
(°F) 
(°F) 
(°F) 
k/pc 

(ft) 
(lb/ft*) 
(hr) 

°F) 
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Contributed by the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division, October 13, 1909; revised manuscript re­
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Introduction 

I T IS necessary at limes to predict transient temperature of in­
finite plates, infinite cylinders, or spheres which are convectively 
gaining heat at their surface from an environment whose tem­
perature is changing linearly with time. 

'. = oS ( i ) 

A solution of this boundary-value problem exists [1-3 | 2 and it 
has been plotted. This note presents the solution charted in a 
different way which has the following advantages: 

1 Because the parameters plotted in Figs. 1, 2, and 3 represent 
the difference between points in the solid and the rising environ­
ment, they reach asymptotically constant values after a suf­
ficient period of time. Thus the transient, completed in time for 
all practical purposes, can be shown. The dimensionless time 
parameter chosen (following the lead of Heisler [4]) for the 
abscissa compresses the transient time scale for the complete 
range of relative boundary conductance, Bi, into a single chart.. 

2 The influence on the transient of environment ramp rate, 
relative boundary conductance, thermal properties and size of 
the solid are clearly shown. Botli the internal- and surface-
environment temperature differences are shown to be directly 
proportional to the environment ramp rate, y, the square of the 
characteristic dimension, 5, and inversely proportional to the 
thermal diffusivity of the solid, a. The surface temperature dif­
ference is, in addition, inversely proportional to the relative 
boundary conductance, Bi. 

3 The internal temperature difference is shown directly with­
out the necessity for taking the difference between separate plots 
of center and surface temperature. This makes the curves more 
convenient for estimating transient thermal stress. 

The dimensionless temperature parameters plotted in Figs. 1, 
2, and 3 are asymptotic at infinite time to the values given in 
Table 1. 

Note that the limiting case Bi = 0 is shown on the curves. 
There is a nontrivial case in which internal thermal resistance is 
negligible compared to finite surface resistance. In this case, 
the dimensionless abscissa parameter for a slab becomes: 

2 Numbers in brackets designate References at end of Technical 
Brief. 

Fig. 1 Transient temperature response of a slab convectively coupled to a linearly changing environment 
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Nomenclature 

Bi = dimensionless conductance, Biot num­
ber 

Fo = dimensionless time, Fourier modulus 
c = specific heat of solid 
g = rate of increase of environment tem­

perature 
h = surface convection coefficient 
k = thermal conductivity of solid 
ie = environmental temperature at time & 
Is = surface temperature of solid at time 6 
la = central temperature of solid at time 6 
a = thermal diffusivity of solid 
<5 = plate half-thickness, radius of cylinder 

or radius of sphere 
p = density of solid 
6 = time after start of transient 

h8/k 
ad/5'' 
(Btu/lb, 'F) 

( °F /hr ) 
(Btu/hr-fl2 , 
(Btu/hr-ft, ' 
(°F) 
(°F) 
(°F) 
k/pc 

(ft) 
(lb/ft*) 
(hr) 

°F) 
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Introduction 

I T IS necessary at limes to predict transient temperature of in­
finite plates, infinite cylinders, or spheres which are convectively 
gaining heat at their surface from an environment whose tem­
perature is changing linearly with time. 

'. = oS ( i ) 

A solution of this boundary-value problem exists [1-3 | 2 and it 
has been plotted. This note presents the solution charted in a 
different way which has the following advantages: 

1 Because the parameters plotted in Figs. 1, 2, and 3 represent 
the difference between points in the solid and the rising environ­
ment, they reach asymptotically constant values after a suf­
ficient period of time. Thus the transient, completed in time for 
all practical purposes, can be shown. The dimensionless time 
parameter chosen (following the lead of Heisler [4]) for the 
abscissa compresses the transient time scale for the complete 
range of relative boundary conductance, Bi, into a single chart.. 

2 The influence on the transient of environment ramp rate, 
relative boundary conductance, thermal properties and size of 
the solid are clearly shown. Botli the internal- and surface-
environment temperature differences are shown to be directly 
proportional to the environment ramp rate, y, the square of the 
characteristic dimension, 5, and inversely proportional to the 
thermal diffusivity of the solid, a. The surface temperature dif­
ference is, in addition, inversely proportional to the relative 
boundary conductance, Bi. 

3 The internal temperature difference is shown directly with­
out the necessity for taking the difference between separate plots 
of center and surface temperature. This makes the curves more 
convenient for estimating transient thermal stress. 

The dimensionless temperature parameters plotted in Figs. 1, 
2, and 3 are asymptotic at infinite time to the values given in 
Table 1. 

Note that the limiting case Bi = 0 is shown on the curves. 
There is a nontrivial case in which internal thermal resistance is 
negligible compared to finite surface resistance. In this case, 
the dimensionless abscissa parameter for a slab becomes: 

2 Numbers in brackets designate References at end of Technical 
Brief. 

Fig. 1 Transient temperature response of a slab convectively coupled to a linearly changing environment 

562 / A U G U S T 1 9 7 0 Transactions of the ASME Copyright © 1970 by ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 2 Transient temperature response of a cylinder convectiveiy coupled to a linearly changing environment 

Fig. 3 Transient temperature response of a sphere convectiveiy coupled to a linearly changing environment 

2Fo 

1 + 2/Bi 
FoBi 

h6_ 

pcS 

The values for a cylinder and sphere will lie twice and three times 
the above value. The ordinate parameter for surface-environ­
ment temperature difference becomes: 

(l„ ~ k) 
aBi 

(t„ - k) 
s<52 * gpcd 

Use of these parameters allows transient evaluation of the dif­

ference between surface and environment temperature. 
For the nontrivial case of Bi = °o (finite internal resistance and 

negligible surface thermal resistance) the slab abscissa parameter 
becomes: 

2Fo 

1 + 2/Bi 
2Fo 

The cylinder and sphere parameter will be twice and three 
times this value. This allows evaluation of the internal tem­
perature difference. 
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Table 1 Asymptotic values of dimensionless temperature parameters 

Slab Cylinder Sphere 

C * - ' o ) ^ 1/2 1/4 1/6 

('. " l») "p 1 1/2 1/3 
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The Use of Extrapolation for the Solution of Heat 
Transfer Problems by Finite-Difference Methods 

ROMAN U. SCHOENHERR1 and STUARTW. CHURCHILL2 

FOR many problems in transient heat conduction in bounded 
regions a solution can be developed formally in terms of an infinite 
series of the form 

U(x, y, z,l) = JT /„(..-, y, z)e-°"S> + U(x, !/, z, co ) (J) 
n = 1 

where a„ increases with n. For sufficiently long times the series 
may then be approximated by the first term only, i.e., 

U ~Mx,y, z )c~"''->+ U(x,y,z,co) (2) 

Taking the partial derivative of U with respect to time, 

W/U ~ - a iYi (x , y, z)e-mH (3) 

Combining equations (2) and (3) to eliminate fi(x, y, z), 

U ~ ( - dU/dt)^ + U(x, y, z, <*> ) (4) 

Hence a plot of U versus dU /dt at any point should become linear 
for long times, with slope — 1 /a/1 and intercept U(x, y, z, co ), the 
steady-state value of U. 

This relationship suggests the following technique for the re­
duction of the time and number of calculations required to carry 
out a transient, numerical integration by finite-difference meth­
ods. The relationship between U and dU /dt is examined periodi­
cally as the calculations proceed. As soon as linearity is attained 
to some specified approximation, the calculation may be termi­
nated. Since the remaining stepwise calculations which would be 
required to attain a close approach to the steady state are ordi­
narily a significant fraction of the total calculation, a great saving 
may be accomplished. 

Alternatively, difTerentiating equation (3) permits elimination 
of cti, giving an expression from which U(x, y, z, co) can be cal­
culated directly: 
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Application to Steady-State Problems 

The solution of a steady-state problem by first converting it to 
an unsteady-state problem has often been proposed or attempted 
in the hope that iteration in real time will be faster or better-
behaved than other iteration procedures or direct matrix inver­
sion. The above extrapolation technique provides a strong 
weighting factor in favor of the unsteady-state procedure. 

Details of Application 

The extrapolation technique may be applied as follows to 
either an unsteady-state problem or to a steady-state problem 
which has been converted to an unsteady-state problem: 

1 The equation is expressed in finite-difference form. 
2 The iterative solution in real time is carried out for some 

arbitrary number of time steps. 
3 The last three successive values of U are used to extrapolate 

numerically U versus AU/At to AU/At = 0 for every spatial 
point. 

4 After some arbitrary number of additional time steps the 
extrapolation is repeated and the values of U(x, y, z, co ) are com­
pared with the previously extrapolated values. 

5 If the extrapolated values at any point do not agree within 
some specified tolerance the procedure is continued. 

6 If the extrapolated values at all points do agree within the 
specified tolerance the solution has been tentatively completed. 

7 This tentative steady-state solution is then tested by a 
further time step in which a negligible change is demanded. 

8 If the unsteady-state solution is of intrinsic interest, the 
values of a/1 are determined from the final extrapolation. These 
final calculated values of a/1 may differ from position to position 
in contrast to the implication of equations ( l ) - (4) . 

9 If the simple, explicit, finite-difference representation is 
utilized, the maximum allowable time step is limited by stability 
considerations. For example, for one-dimensional calculations 
with the temperature specified at the boundaries, the time step 
must be less than {Axif/2Ki where Ax{ is the grid size and Kt is 
the thermal dift'usivity at the tth nodal point. The allowable 
time step is thus controlled by the smallest space increment. 
This limitation can be relaxed in steady-state problems by 
choosing pseudo values for Kt such that (Ax1-)

2/2iiCi is the same 
at all points. The transient behavior then becomes non-real 
but the steady-state solution is unchanged. Analogous construc­
tions can be readily developed for more complicated situations. 

10 After some experience with a particular type of problem it 
may be possible to restrict the trial extrapolations to only a few 
critical space points. 

Illustrative Example 

Calculations were carried out and the computer times com­
pared using the conventional explicit, unsteady-state formulation 
with and without extrapolation and using matrix inversion of the 
steady-state formulation for conduction in a square region with 
the following combinations of heat transfer coefficient and exter­
nal temperature on the four consecutive sides of the square: 
/, = 2, T = 1; h = 2, T = 0; h = 1, T = 1; and h = 1, T = 0. 
The calculations were carried out for a series of grid divisions 
ranging from 9 to 49 nodal points. The temperatures at the nodal 
points were calculated to within ± 0 . 1 percent by extrapolation. 
These values agreed to at least four significant figures with those 
obtained by matrix inversion. The unsteady-state calculations 
without extrapolation were carried out until an equivalent error 
was attained. 

The required time on a CDC3300 computer increased approxi­
mately linearly, as the square, and as the cube of the number of 
nodal points for extrapolation, no extrapolation, and matrix 
inversion, respectively. For 64 nodal points the actual times 
were 2.7, 7.8, and 37.5 seconds, respectively. The advantage of 
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Table 1 Asymptotic values of dimensionless temperature parameters 

Slab Cylinder Sphere 

C * - ' o ) ^ 1/2 1/4 1/6 

('. " l») "p 1 1/2 1/3 
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The Use of Extrapolation for the Solution of Heat 
Transfer Problems by Finite-Difference Methods 

ROMAN U. SCHOENHERR1 and STUARTW. CHURCHILL2 

FOR many problems in transient heat conduction in bounded 
regions a solution can be developed formally in terms of an infinite 
series of the form 

U(x, y, z,l) = JT /„(..-, y, z)e-°"S> + U(x, !/, z, co ) (J) 
n = 1 

where a„ increases with n. For sufficiently long times the series 
may then be approximated by the first term only, i.e., 

U ~Mx,y, z )c~"''->+ U(x,y,z,co) (2) 

Taking the partial derivative of U with respect to time, 

W/U ~ - a iYi (x , y, z)e-mH (3) 

Combining equations (2) and (3) to eliminate fi(x, y, z), 

U ~ ( - dU/dt)^ + U(x, y, z, <*> ) (4) 

Hence a plot of U versus dU /dt at any point should become linear 
for long times, with slope — 1 /a/1 and intercept U(x, y, z, co ), the 
steady-state value of U. 

This relationship suggests the following technique for the re­
duction of the time and number of calculations required to carry 
out a transient, numerical integration by finite-difference meth­
ods. The relationship between U and dU /dt is examined periodi­
cally as the calculations proceed. As soon as linearity is attained 
to some specified approximation, the calculation may be termi­
nated. Since the remaining stepwise calculations which would be 
required to attain a close approach to the steady state are ordi­
narily a significant fraction of the total calculation, a great saving 
may be accomplished. 

Alternatively, difTerentiating equation (3) permits elimination 
of cti, giving an expression from which U(x, y, z, co) can be cal­
culated directly: 
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Application to Steady-State Problems 

The solution of a steady-state problem by first converting it to 
an unsteady-state problem has often been proposed or attempted 
in the hope that iteration in real time will be faster or better-
behaved than other iteration procedures or direct matrix inver­
sion. The above extrapolation technique provides a strong 
weighting factor in favor of the unsteady-state procedure. 

Details of Application 

The extrapolation technique may be applied as follows to 
either an unsteady-state problem or to a steady-state problem 
which has been converted to an unsteady-state problem: 

1 The equation is expressed in finite-difference form. 
2 The iterative solution in real time is carried out for some 

arbitrary number of time steps. 
3 The last three successive values of U are used to extrapolate 

numerically U versus AU/At to AU/At = 0 for every spatial 
point. 

4 After some arbitrary number of additional time steps the 
extrapolation is repeated and the values of U(x, y, z, co ) are com­
pared with the previously extrapolated values. 

5 If the extrapolated values at any point do not agree within 
some specified tolerance the procedure is continued. 

6 If the extrapolated values at all points do agree within the 
specified tolerance the solution has been tentatively completed. 

7 This tentative steady-state solution is then tested by a 
further time step in which a negligible change is demanded. 

8 If the unsteady-state solution is of intrinsic interest, the 
values of a/1 are determined from the final extrapolation. These 
final calculated values of a/1 may differ from position to position 
in contrast to the implication of equations ( l ) - (4) . 

9 If the simple, explicit, finite-difference representation is 
utilized, the maximum allowable time step is limited by stability 
considerations. For example, for one-dimensional calculations 
with the temperature specified at the boundaries, the time step 
must be less than {Axif/2Ki where Ax{ is the grid size and Kt is 
the thermal dift'usivity at the tth nodal point. The allowable 
time step is thus controlled by the smallest space increment. 
This limitation can be relaxed in steady-state problems by 
choosing pseudo values for Kt such that (Ax1-)

2/2iiCi is the same 
at all points. The transient behavior then becomes non-real 
but the steady-state solution is unchanged. Analogous construc­
tions can be readily developed for more complicated situations. 

10 After some experience with a particular type of problem it 
may be possible to restrict the trial extrapolations to only a few 
critical space points. 

Illustrative Example 

Calculations were carried out and the computer times com­
pared using the conventional explicit, unsteady-state formulation 
with and without extrapolation and using matrix inversion of the 
steady-state formulation for conduction in a square region with 
the following combinations of heat transfer coefficient and exter­
nal temperature on the four consecutive sides of the square: 
/, = 2, T = 1; h = 2, T = 0; h = 1, T = 1; and h = 1, T = 0. 
The calculations were carried out for a series of grid divisions 
ranging from 9 to 49 nodal points. The temperatures at the nodal 
points were calculated to within ± 0 . 1 percent by extrapolation. 
These values agreed to at least four significant figures with those 
obtained by matrix inversion. The unsteady-state calculations 
without extrapolation were carried out until an equivalent error 
was attained. 

The required time on a CDC3300 computer increased approxi­
mately linearly, as the square, and as the cube of the number of 
nodal points for extrapolation, no extrapolation, and matrix 
inversion, respectively. For 64 nodal points the actual times 
were 2.7, 7.8, and 37.5 seconds, respectively. The advantage of 
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extrapolation would be even greater 
problem. 

for a three-dimensional 

Extension to Ofher Problems 

The extrapolation method has been used with comparable 
success for a wide range of problems beyond those of conduction 
and beyond those in which it can be justified formally. These 
problems include unstable natural convection in an enclosed 
region, freezing in an enclosed region, cyclic heating and cooling, 
and the deflection and moment distribution of concrete slabs. 

One obvious requirement for successful use of the extrapolation 
method is that the calculations approach the steady state in an 
exponential manner rather than by decreasing oscillations. If 
oscillations are due to numerical instability, it may be possible 
to eliminate them by the use of some alternative, finite-difference 
representation. Even if the oscillations are due to the physics of 
the problem it may be possible to eliminate them and determine 
the steady-state solution by modifying the coefficients of the 
transient terms. 

Temperature Profiles for Liquid Metals 
and Moderate-Prandtl-Number Fluids 

LINDON C. T H O M A S 1 

LITTLE success has been achieved to date in the formulation of 
a turbulent transport model for both liquid metals and fluids 
with moderate values of the Prandtl number. Generally 
analyses have been based upon the classical mixing length con­
cept where various assumptions have been made for the ratio 
tn/eln. Feeling that, a fresh approach to the problem is needed, 
the fairly elementary renewal-penetration model will now be em­
ployed in the analysis of the temperature profiles associated with 
turbulent heat transfer to low- and moderate-Prandtl-number 
fluids. Interestingly, Einstein and Li [5]2 were fairly successful 
in adapting a similar intermittent flow model to the prediction 
of the temperature distributions for turbulent air flow. 

The elementary renewal-penetration model is based on the 
hypothesis that eddies intermittently move from the turbulent 
core to the close vicinity of the wall. I t is hypothesized that 
molecular transport is the predominant mechanism of energy 
transport during the residency of a fluid element in the vicinity 
of the wall. Accordingly, the energy equation may be written 
for individual elements at the wall as (in terms of the instanta­
neous contact time, 8) [10] 

dl, m 
dt/2 

with boundary conditions 

t = T( at 0 = 0 

t — T t at y = co 

and 

I = To at 2/ = 0 

for a uniform wall-temperature boundary condition, or 

(1) 

(2) 

(3) 

(4a) 
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dl <1« 

k 
at V = 0 (46) 

for a uniform wall-heat-flux boundary condition, where 'I\ repre­
sents the temperature of eddies at the first instant of renewal and 
Tq is the wall temperature. 

The solutions to the previous equations give rise to expressions 
for the instantaneous temperature t within fluid elements at the 
wall of the form 

t - T; = (T0 - Tt) erfc 

for uniform wall temperature, and 

V 

I - T, = go 

Vpck exp 
-_T; 

2-s/ad 

Y erfc 

(5a) 

Y 

•We 
(56) 

for uniform wall heat flux, where Y = y/-\/a. The effect on 
the mean temperature profile, T, of eddies continually moving to 
and from the surface may be accounted for by use of the age dis­
tribution principle. Tha t is, an expression for mean temperature 
profile may be written as 

T 
/ ; 

t4>(6)de (ft) 

where <j>(6) is defined such that 4>{6)dd represents the fraction of 
fluid elements in contact with the surface with contact, time be­
tween 6 and 6 + dd. Danokwerts [2] suggested a useful distribu­
tion of the form 

4>(0) = 
exp ( - 0 / r ) 

(7) 

where r is the mean residence time. Based on equations (5a), 
(56), (6), and (7), expressions for the local mean temperature pro­
file within the wall region may be written as 

Tt = (T„ - T,) exp -V 
-\/ar 

for uniform wall temperature, and 

T - T,- = q0 
T 

pck i ) exp( v. (XT 

(8a) 

(86) 

for uniform wall heat flux. (The use of Laplace transformation 
facilitates the required integration.) An expression for the local 
mean coefficient of heat transfer may be obtained on the basis of 
either equation (8a) or (86) of the form 

h = 
To 

go __ rL\ — 1\ /pck\X/-

~^~T,, ~~ T,, - To \ T 
(9) 

I t should be observed that the foregoing analysis gives rise to 
expressions for the local heat transfer and temperature profile. 
Accordingly, the use of these relationships must be restricted to 
thermally fully developed flow. For moderate-Prandtl-number 
fluids Tt may merely be replaced by Tb. However, T; may not 
be set equal to Tb for low-Prandtl-nnmber fluids due to the sig­
nificance of energy transfer during the flight of eddies from the 
bulk stream to the wall region. The use of equation (9) in cor­
relating experimental heat-transfer data, especially for liquid 
metals, requires the formulation of an expression for T{. The 
lack of knowledge concerning this important parameter has been, 
in part, responsible for the failure to adapt the renewal-penetra­
tion model to liquid metal heat transfer. 

Another difficulty encountered in the use of the renewal-pene­
tration model is in the evaluation of the mean frequency of re­
newal, 1/r. Significantly, a realistic formulation for i may be 
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molecular transport is the predominant mechanism of energy 
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dl <1« 

k 
at V = 0 (46) 

for a uniform wall-heat-flux boundary condition, where 'I\ repre­
sents the temperature of eddies at the first instant of renewal and 
Tq is the wall temperature. 

The solutions to the previous equations give rise to expressions 
for the instantaneous temperature t within fluid elements at the 
wall of the form 

t - T; = (T0 - Tt) erfc 

for uniform wall temperature, and 
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I - T, = go 

Vpck exp 
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•We 
(56) 

for uniform wall heat flux, where Y = y/-\/a. The effect on 
the mean temperature profile, T, of eddies continually moving to 
and from the surface may be accounted for by use of the age dis­
tribution principle. Tha t is, an expression for mean temperature 
profile may be written as 
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where <j>(6) is defined such that 4>{6)dd represents the fraction of 
fluid elements in contact with the surface with contact, time be­
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where r is the mean residence time. Based on equations (5a), 
(56), (6), and (7), expressions for the local mean temperature pro­
file within the wall region may be written as 

Tt = (T„ - T,) exp -V 
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for uniform wall temperature, and 
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for uniform wall heat flux. (The use of Laplace transformation 
facilitates the required integration.) An expression for the local 
mean coefficient of heat transfer may be obtained on the basis of 
either equation (8a) or (86) of the form 
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I t should be observed that the foregoing analysis gives rise to 
expressions for the local heat transfer and temperature profile. 
Accordingly, the use of these relationships must be restricted to 
thermally fully developed flow. For moderate-Prandtl-number 
fluids Tt may merely be replaced by Tb. However, T; may not 
be set equal to Tb for low-Prandtl-nnmber fluids due to the sig­
nificance of energy transfer during the flight of eddies from the 
bulk stream to the wall region. The use of equation (9) in cor­
relating experimental heat-transfer data, especially for liquid 
metals, requires the formulation of an expression for T{. The 
lack of knowledge concerning this important parameter has been, 
in part, responsible for the failure to adapt the renewal-penetra­
tion model to liquid metal heat transfer. 

Another difficulty encountered in the use of the renewal-pene­
tration model is in the evaluation of the mean frequency of re­
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Fig. 1 Comparison of equation (12) with data for air and mercury 

obtained by applying the renewal-penetration model to momen­
tum transfer. Analogous to the heat-transfer analysis presented 
herein, Einstein and Li [4] and Hanrat ty [7] obtained an expres­
sion for the local mean wall shear stress similar to 

Co = pU V, (10) 

where U, represents the axial velocity of eddies at the first instant 
of renewal. Einstein and Li and Hanra t ty merely set UJU* 
equal to an arbitrary constant. However, it appears that Ut 

may be better represented by the bulk velocity, U. Hence, equa­
tion (10) may be written in the form 

U • \ 
2 

V 
(11) 

Experimental temperature-profile data are generally presented 
in dimensionless form in terms of the friction temperature, T*, as 
T+ = (?'„ - T)/T* where T* = (q0"/(pcU*). Accordingly, the 
present analysis gives rise to an expression for the dimension­
less temperature profile for both uniform-wall-temperature and 
uniform-wall-heal-flux boundary conditions of the form (from the 
coupling of equation (go) or (86) and equations (9) and (11)) 

T-
17/2 

1 — exp -V*{)_ (12) 

Significantly, equation (12) does not involve the parameter ?',. 
Hence, it appears that a comparison of this expression with ex­
perimental data for both low- and moderate-Prandtl-number 
fluids should provide some measure of applicability of the re­
newal-penetration model, particularly to liquid metals. 

The present analysis suggests that h and T are independent of 
the axial boundary condition. However, this result must be 
interpreted in light, of the assumption of simple one-dimensional 
transfer (equation (1)) and the boundary condition given Iry 
equation (3). These underlying assumptions appear to be ap­
propriate for high-turbulence-intensity heat, transfer to liquid 
metals but become questionable for low values of the Peclet 
number. In this regard, experimental heat-transfer data are 
known to be essentially independent of the form of the axial 
boundary condition for values of the Peclet number above ap­
proximately 5 X 103 [9]. 

Equation (12) is compared in Figs. 1 and 2 with experimental 
temperature-profile data for fully developed turbulent pipe flow 
of mercury, air, and water for uniform wall heat flux. The data 
for mercury (Pr = 0.02) were taken for values of the Reynolds 
number ranging from 2.5 X 10s to 7.3 to 105 such that Pe > 5 X 
10s. Equation (12) is seen to correlate these data extremely 
well. (Equation (12) suggests a weak dependence of T+ on the 
Reynolds number which is well within the scatter of the data.) 

Due to the nature of the renewal-penetration model, equation 
(12) is expected to be applicable to the wall region only. Accord­
ingly, this expression is seen to diverge from the data for air 
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Fig. 2 Comparison of equation (12) with experimental data for air and 
water 

at y+ approximately equal to 30.0 (i.e., just outside the wall re­
gion). In somewhat surprising contrast, equation (12) is found 
to adequately correlate the mercury data for values of y+ as large 
as 300.0. I t may be concluded that the thermal influence of the 
wall region extends a considerable distance into the turbulent 
core for liquid metals. Although measurements were not re­
ported by Brown, et al. [1] for values of y+ less than 30.0, it ap­
pears that the mean temperature profile in the wall region may be 
predicted by equation (12). 

Concluding Remarks 
I t has been demonstrated that the elementary renewal-pene­

tration model gives rise to an expression for the dimensionless 
temperature profile which correlates experimental data in the 
wall region for turbulent pipe flow of mercury, air, and water for 
uniform wall heat flux and for Pe > 5 X 103. I t therefore ap­
pears that the renewal-penetration model may be adapted to tur­
bulent heat transfer to liquid metals for high turbulence intensi­
ties. Due to the lack of knowledge concerning the parameter Tit 

the model has not been used to predict the mean Nusselt number 
for liquid metals. However, it is felt that direction has been 
provided for further studies regarding the application of this 
model to the study of turbulent heat transfer to liquid metals. 
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